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Preface

The Space Programs Summary is a six volume, bimonthly publication designed to

report on JPL space exploration programs, and related supporting research and

advanced development projects. The subtitles of all volumes of the Space Programs

Summary are:

Vol. I.

Vol. II.

Vol. III.

Vol. IV.

Vol. V.

Vol. VI.

The Lunar Program (Confidential)

The Planetary-Interplanetary Program (Confidential)

The Deep Space Network (Unclassified)

Supporting Research and Advanced Development (Unclassified)

Supporting Research and Advanced Development (Confidential)

Space Exploration Programs and Space Sciences (Unclassified)

The Space Programs Summary, Volume VI consists of an unclassified digest of

appropriate material from Volumes I, II, and III and a reprint of the space science

instrumentation studies of Volumes I and II.

Beginning with the Space Programs Summary 37-27 series, the Space Flight Opera-

tions Facility development progress, previously reported in Volume VI, will be reported

in Volume III. The scope of Volume III is being expanded to incorporate the activities of

the Deep Space Network.

W. H. Pickering, Director

Jet Propulsion Laboratory

Space Programs Summary No. 37-27, Volume IV

Copyright © 1964, Jet Propulsion Laboratory, California Institute of Technology

Prepared under Contract No. NAS 7-100, National Aeronautics & Space Administration
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SYSTEMS DIVISION

I. Systems Analysis

A. A Geometrical Interpretation
of an Optimal Trajectory

C. G. Pfeiffer

Recent work in the calculus of variations has been

directed toward the optimal final-value control problem,

which can be described as the task of controlling the

trajectory of a point mass so as to achieve a desired final

state while at the same time minimizing (or maximizing)

a given function of the final state variables. In Ref. 1

some properties of an optimal trajectory were discussed,

leading to the development of necessary and suffi-

cient conditions which must be satisfied if the trajectory

is to be minimizing. In this paper we shall augment

that analysis by describing necessary and sufficient con-

ditions from a geometrical (functional analysis) point

of view, and discuss the concept of abnormality.

The problem analyzed here will be somewhat simpli-
fied in order to facilitate the exposition. Thus, it will

be assumed that the final time is fixed, that there is only

one control variable to consider, and that the control

variable is not bounded. In the perturbation analysis

we shall limit ourselves to considering only small devi-

ations in the control variable. By this restriction we are
dealing with what is called a "weak" variation in the

terminology of the classical calculus of variations.

The notation used is as follows: The independent vari-

able is t, which may be thought of as time; T is the

(fixed) final time; other capital letters are matrices; col-

umn vectors are denoted by a bar (-) over a small letter;

and the transpose of a vector or matrix is indicated by

the superscript '. The notation (t) will occasionally be

omitted in equations in order to simplify the notation.

1. Formulation of the Problem

Let the rate of change of the state of the system be

given by

d
_'_'= f(_, y, t) (1)

where

-XP : (Xl,X._,, " " " ,Xn)
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is the state vector of the system (such as the position

and velocity coordinates of a rocket vehicle); y (t) is the
continuous control function which is to be determined

(such as the steering angle of the rocket vehicle); and

[-(_', y, t) is a known vector function of _ and y, and is

differentiable up to third order with respect to these

quantities. Given some initial condition _(0), the prob-

lem is to choose the control variable y (t) in such a way
as to minimize at some fixed final time T the function

fl,, (_), subject to the r distinct constraints /_i (7)--0.

The/3i (_) will be called the "boundary functions," where

i = 0,1,''',r. Without loss of generality it can be

assumed that the /3_(_) are linear functions of the final

state _'. This is the well-known Mayer formulation of the

optimization problem in the calculus of variations, which

includes the case of minimizing a functional of ¥(t) and

y (t) and/or of applying integral constraints.

A geometrical interpretation of the optimization prob-

lem is afforded by constructing an r + 1 dimensional

boundary function space (Fig. 1), where the ith coordi-

nate of a point in the space is given by

a_, (x-3-- t_,(_) - 8, (r) ......,,,.,

for/=0,1, " • - ,r

The /3i (_) ...... _,,a_ is the value of the ith boundary func-

tion on a nominal (reference) trajectory, attained by
applying the nominal control function. The 8/3_ is the

variation in this boundary function resulting from per-

turbing the control by some arbitrary 8y (t), where

8y (t) = y (t) - y (t) ......._,,a_

Thus a point described by a N represents the mapping

of the function 8y (t) to the boundary function space,

and the coordinates 8pi are functionals of 8y (t). The

analysis of optimal trajectories from the geometrical point

8BI

, /

I ' ./' /---ENVELOPE OF REACHABLE

8Bo

Fig. 1. The boundary function space

of view consists of studying the envelope of points reach-
able by applying arbitrary control variations, as will
be described below.

2. The Variation of the Boundary Functions

We suppose that a nominal trajectory (not necessarily

optimal) exists, and construct a Taylor series expansion

of Eq. (1) in terms of the 8x_ and By. It is shown in Ref. 1

that variation in the ith boundary function can be written

_' 1 /i T8fl_ --- )1, (t) 8y (t) dt + -_ _ (t) 8y z (t) dt

lf_f r+ _ k_ (t, ,) 8y (t) 8y (,) dt d, (e)

+ higher order terms for i -- 0, 1, • • • , r

where ,/_ (t) is called the influence (Green's) fimction,

_ (t) is called the weighting function, and k_ (t, r) is a real

symmetric kernel. The term containing 8y (t) is said to be

the first variation of/3i, and the terms containing 8y _ (t)

(with the factor 1_ deleted) are said to be the second

variation of 8/3i. If we consider only small (weak) varia-

tions 8y (t), the higher order terms in Eq. (2) may be

dropped and the resulting expression is then a second-

order functional expansion of/_.

3. The First Necessary Condition

Suppose the nominal trajectory pretends to be an opti-

mal trajectory, and we seek to test it by applying the

special control perturbation

By(t)= _ _/i(t) Ei=_'(t)_ (3)
i = 0

where the e_ are arbitrary numbers. We take the _ to be

very small, and consider

2"
8_ (first variation) ---- [_ (t) _' (t)] -gdt -- P_

where P is an r + 1 by r + 1 matrix with elements

(4)

_,,
p,j = )1, (t) 71i(t) dt (5)

If the trajectory is optimal (minimizing) it is necessary

that the P matrix be singular, for otherwise it would be

possible to invert P and find an _"which would attain a

2
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smaller value of to while preserving the conditions

8fl_=0 fori=l,2, - • • ,r. Thuswehave

The First Necessary Condition for optimality. The in-

fluence functions must be linearly dependent, that is,

_, (t) v_ = 0 (6)

where the v_ are constants not all equal to zero.

This statement is verified by recognizing that P is a real
symmetric matrix, and hence there exists an orthonormal

r + 1 by r + 1 matrix L such that

LPL' = P* = diagonal (7)

where the elements of P* are given by

f_ { = 0ifi=/= iP*u = _*_(t)_7(t)dt _0ifi = j

and

7" (t) = L_ (t)

If P is singular then

lel : Ie*l (10)

where I ' " " I indicates the determinant of a matrix. Thus

at least one P*i = 0, and from Eq. (8) we conclude that

this is true if and only if the corresponding _ (t) = 0 over

the interval (0, T). Eq. (6) is now verified, where the vi
are elements of a row of the L matrix.

It is interesting to note that the obvious statement

lel -- le*120 (11)

is a generalization of the well-known Schwarz inequality,

as may be verified by carrying out the expression for IP I
for the case of only two influence functions.

4. Abnormality and UncontroUability

The first necessary condition states that the rank of the

r + 1 by r + 1 matrix P must be at most equal to r. If

the rank is less than r the trajectory is said to be abnormal

(Ref. 2, p. 210), where

Definition: A trajectory is said to be "abnormal of order

q" if there are q + 1 elements p_ of Eq. (10) equal to
zero. 1

The abnormal case presents difficulty for the analysis to

follow, so we shall henceforth assume q = 0.

Abnormality is related to the concept of uncontrolla-

bility introduced by Kalman in Ref. 3. Treating only the
linear perturbation equations (the first variation) and with

the final time fixed, we say that an initial state deviation

8Y(0) is controllable if there exists a control signal 8y (t)

defined over the interval (0, T) such that 8Y(T) = 0. Con-

sider a 8_ (0) and some fl_, where

[gradfl*] [ BY(T)-]
La-T _l (0) o (12)

(8) The _ (0) is uncontrollable if _,*(t)= 0, for then the
control 8y (t) has no (first order) effect on the projection

of 8_-(T) onto the fl_ direction, and the final state cannot

be driven to zero. Thus it can be said that an optimal

trajectory is uncontrollable of order q + 1 if it is abnor-
(9) mal of order q.

5. The Second Necessary Condition

Let us rotate the boundary function coordinate system

(Fig. 1) by the transformation L [Eq. (7)], to get

8/3" = LS/_ (13)

We rearrange the functions 8fl* such that (only) 8fl* has
an influence function _/o(t) = 0 (recall that we are assum-

ing the trajectory to be normal). Thus

1/o 8fl_ = -_ _ (t) 8y 2 (t) dt

lfo for+ --ff k_ (t, r) 8y (t) _y (r) at dr

+ higher order terms (14)

_It has recently come to our attention that the relationship between
the rank of the P matrix and the abnormality of the trajectory has
also been noted by W. G. Melbourne and F. D. Faulkner. The
notion arose during Melbourne's review of an unpublished paper by
Faulkner dealing with techniques for computing optimal trajec-
tories (presented at UCLA Conference on Computing Methods in
Optimization Problems, January 30-31, 1964).

3
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l"
8B_ = ,1_(t) 8y (t) dt i = 1, - - • , r

÷ higher order terms (15)

Assuming that the projection of the/3* axis on the/30 axis

is positive (otherwise we choose -fl*o), we have

The Second Necessary Condition for optimality (mini-

reality). The zeroth weighting function must be greater

than or equal to zero, that is

_ (t) _ 0 (16)

This is the classical Legendre condition. The statement is

verified heuristically by imagining a positive impulse of

control at the time t, immediately followed by an iden-

tical negative impulse. In this case the first term on the

right-hand side of Eq. (14) dominates all other terms in

Eqs. (14) and (15), and the second necessary condition is
established.

For the following discussion it will be convenient to

consider only "strictly nonsingular" extremals, where

Definition: A strictly nonsingular extremal is character-

ized by _* (t) > 0 everywhere in (O, T).

The more general case suggested by Eq. (16) will be
discussed in a future work.

6. The Reachable Envelope for Strictly Nonsingular
Extremals

Let us simplify the subsequent analysis by assuming

that there is only one boundary condition to be met (the

more general case is developed in Ref. 4), and introduce
the control variation

8_(t) = [ _ (t)]_ 8y (t) (17)

The corresponding influence function becomes

_(t) = [ _ (t)]-_ 7/, (t) (18)

and the symmetric kernel becomes

A
k (t, r) = [ _, (t) _,_(r)]-'_ k_ (t, r) (19)

The A quantities are now substituted into Eqs. (14) and

(15) and the first term on the right-hand side of Eq. (14)
is simplified by having _o (t) =- 1.

Seeking an equation for the envelope of points reach-
able for small variations 8_(t) (Fig. 1), we delete the

higher order terms in Eqs. (14) and (15) and find the

extremal value of 8/3",, subject to the condition 8/3, = b.

The b is an arbitrary parameter which will be varied to

trace out the envelope. Thus we extremalize with respect

to 8_(t) the functional

p = 8/3* ÷ v (8/3* -- b) (20)

where the v is a Lagrange multiplier. It follows that

0 = _(t) ÷ _ e'¢bi (t_____)÷ v_(t) (21)
i=l Oi

where o_i are characteristic constants and _i (t) are the

characteristic functions (Refs. 5, 6) of the symmetric ker-
nel _(t, r), and

Fc_ = q_i(t) 8_ (t) dt (22)

Multiplying Eq. (21) by 8_ (t) and integrating, we have

0 = 2_/3_ + v8/3_ (23)

Multiplying Eq. (21) by _ (t) and integrating, we have

0 = c, (1 + lfl00 + vd, (24)

where

T
d_ = 6_ (t) _ (t) dt (25)

Multiplying Eq. (21) by _(t) and integrating, we have

0 = 8 fl* + __c_di + v _ (t) dt
i = 1 4J)i d 0

(26)

If there are no oi = -1, Eqs. (23) to (26) can be com-

bined to yield

8fl_ (extremum) 1 [-(8/3x*)2q (27)
= --2-L_---J

where 8fl_ = b is the specified value, and

o = t) dt - (28)
i=l l÷m

4
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Considering 8t3" as a parameter which takes on all real

values, Eq. (27) defines the parabola which either envel-

opes the reachable points or represents the locus of inflec-

tion points. The p is the radius of curvature at the origin.

We assert without proof the following

Theorem: Suppose there are no -,i = - 1, then a neces-

sary and sufficient condition that the optimal trajectory

be minimizing is that Eq. (27) define a lower bound of

the reachable points. Thus

8/30 [arbitrary 8_(t)] - 8/30 [corresponding extremal value]

= dx21 + cos2xl dt 2

Fig. 2. Motion on the unit sphere

l[-f'$& forfo" A ^ 1= --2-LJo y (t) dt + m (t, r) 8y (t) 8_t (7) dt dT

1 r fT SA._ = 1= -2-LJo y (t) dt +,=,_ cA,_(_,)-' _ 0 (29)

where the modified kernel is

A A 1
m (t, z) = k (t, r) - -- [_ (t) _ (r)] (30)

p

The _i are the characteristic constants of this kernel,

and _ is defined analogously to Eq. (22). From Eq. (29)

it can be shown that fit(t, r) can have no characteristic
constants between 0 and -1.

The sufficiency statement of the theorem follows im-

mediately, but the necessary condition is not obvious.

We shall discuss this point more fully in work to be

reported in this journal.

7. Geodesics on a Sphere

To apply the above results, let us examine the curve

of minimum arc length on the surface of a sphere which

connects the point (0, 0) with the point (T, 0), where the

coordinates are, respectively, longitude and latitude

(Fig. 2). Letting the coordinate t be the independent

variable, the derivative of arc length is

dxo

d--T= + cos = fo(x,,y) (3])

where the control function is

dXl
T = y = fl (y) (32)

The nominal trajectory is obviously the great circle arc

between the given initial and final points.

Applying the theory described above we find that

_(t) = 1 and the symmetric kernel is

T) for r > t (33)

The characteristic constants are

7_ 2

_, -- 4T 2 (2i -- 1) 5 (34)

and the characteristic functions are

_, (t) = cos (--_,)_ t (35)

Thus (see Titchmarsh, The Theory of Functions)

P(T)=T{ 1- 8=-_'i_,[2i-1]-=[1-(4--_2)(2i-1)2] -1}

= tan T (36)

The radius of curvature p (T) is plotted versus T in Fig. 3.
The modified kernel is

A A 1
m (t, _) = k (t, _) - -- (37)

p

which has characteristic constants _ given by

(--_i) _i tan (--_i) _iT = O(T) (38)

5
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Fig. 3. Radius of curvature versus arc length

Upon applying the theorem we conclude that the tra-

jectory is minimizing if and only if T is less than rr.

Notice that p(rr)--0 corresponds to the "conjugate

point" (Ref. 2).

8. Discussion

We have presented here a new approach to the analysis

of optimal trajectories which extends and augments the

material of Ref. 1. Still to be done is a rigorous estab-

lishment of the theorem stated in Sect. 6, and a treatment

of abnormal points and a more general class of extremals.

Such work will be reported in a future volume of this

journal.

B. Error Analysis of Multiple

Planet Trajectories

F. M. Sturms, Jr.

It has been proposed (Refs. 7, 8) that trajectories using

the gravitational perturbations of intermediate planets
be used in order to achieve exploration of the solar

system with launch velocity requirements significantly
lower than are needed for direct trajectories. Typical

uses of these lower velocity requirements might be to

travel to remote planets with smaller launch vehicles
or to extend the launch period available for the closer

planets. This report gives the results of an initial feasi-

bility study, and derives equations for examining the

effects of errors associated with missions to a target planet

along a trajectory passing near an intermediate planet.
Numerical results are presented for two typical missions

in 1970: an Earth-Venus-Mercury trajectory and an

Earth-Venus-Mars trajectory. Both of the selected tra-

jectories use the 1970 Venus launch opportunity.

1. Intermediate Planet Hyperbola

Using the heliocentric conic trajectory program

(HECON), described in Ref. 9, the Earth-intermediate

planet, and the intermediate planet-target planet trajec-

tories are chosen such that the asymptotic arrival ,and

departure speeds at the intermediate planet are equal.

V% = Vh 3 (1)

The right ascension and declination of the arrival and

departure asymptotes are then used to determine the

components of unit vectors along the asymptotes.

A

S = (cos @cos ®, cos @sin O, sin @) (2)

At this point, a rotation may be performed to express

the components in an ecliptic referenced system

A

S' = (cos/3 cos A, cos B sin X, sin t3)

1 o o= 0 cos E sin e

0 - sin e cos

A_
and wherever S appears

(3)

in the following equations, either

or both the equatorial or ecliptic referenced vector may

be used, depending on the requirements of the user. The

semimajor axis of the encounter hyperbola is given by

(4)
a= V---_-,

A unit vector normal to the encounter hyperbola tra-

jectory plane is given by

A A

/X S_ X S3

W=l , x (5)

The inclination to the reference plane is then found from

cosi=Wz (6)

and the longitude of the ascending node from

W_

tan.n -- _ W, (7)

6
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The turning angle between the arrival and departure

asymptotes is found from

sin -----IS=x s31 (8)

Eccentricity is found from

1 ,I,

e - sin-_- (9)

and the impact parameter from

b= -a(e 2- 1)_ (10)

Fig. 4 illustrates the encounter hyperbola in the vicinity

of the intermediate planet. The arrival impact parameter
vector, Bz, is shown in a plane perpendicular to _z. A

reference axis is defined in this plane parallel to the

reference plane (either equator or ecliptic) and a unitA
vector T, is defined along the reference axis. To com-

plete the right-handed system,

R = S X T (11)

The angle measured from T to B may be found from

tan Oz =
sin i cos (02 -- o)

cos/ (12)

COS _z

TRAJECTOR PLANE 
REFEENc

_/
J

Fig. 4. Intermediate planet hyperbola

and similarly with a subscript 3 for the departure asymp-

tote. [Actually, _ and O should be replaced in Eq. (12)

by fl and )t, respectively, if the ecliptic reference is being

used.] The components of B in the T-R plane are often

used in conjunction with the ecliptic reference.

B" T = b cos 0
(13)B'R = bsin0

Table 1 presents a summary for the two sample tra-

jectories of parameters taken from HECON results and

computed from the above equations. The Mercury tra-

jectory was chosen to illustrate the reduced launch ve-

locity requirement. The minimum launch hyperbolic

excess speed required for a direct Mercury trajectory

Table 1. Nominal conic trajectory parameters

for two typical missions

Parameter

Launch date, Ta

Vh, km/sec

_bl, cleg

O1, deg

AT1:, days

Arrival at Venus

Vh= _- Vh_ km/sec

_:,/_z, deg

02, _,=, deg

_b3,/_:_, deg

Earth-Venus-Mercury Earth-Venus-Mars

Equa- I
torial Ecliptic

Aug. 12,1970 0 hU.T.

Equa- Ecliptic
torial

July 29, 1970 0 h U.T.

3.724

-- 22.94

242.01

120.0

Nov. 26, 1970 0 n U.T.

7.168

--35.20 --15.72

232.48 238.87

-- 25.18 -- 3.64

3.309

16.83

240.84

130.0

Dec. 20, 1970

5.526

-- 69.77

219.70 1
I

--!1.01 J

B

m

Oh U.T.

-- 50.62

245.21

1.59

0_, X_, deg

a, km

e

b, km

qG deg

i, deg

_, deg

02, deg

B • T=, km

B • Rz, km

8_, deg

B "T3, km

B" R3, km

ATe,

Arrival at target

Vh4 km/sec

_b4, deg

0_, deg

294.79 292.35

-- 6320.9

2.2056350

12426.4

53.92

35.89 17.21

335.32 304.20

352.52 7.10

-- 12331.2

-- 1535.1

26.46 16.83

-- 11894.0

-- 3598.3

57.0

Jan. 22,1971 O h U.T.

13.935

4.96

343.48

Venus gravitational constant /_ _ 324769.5 km3/sec 2

211.31 212.97

--10639.2

2.0306745

18803.6

59.00

93.31 I 113.24

210.66 I 213.65

99.62 ! 128.47

-- -- 11696.8

-- 14722.8

93.37 113.25

-- --7422.4

-- 17276.7

175.5

June 13,1971 12 h U.T.

7.052

--24.10

230.20

7
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in 1970 (a particularly bad year) is 6.85 km/sec as op-

posed to the typical (not minimum) value of 3.724 km/sec

shown in Table 1. (These correspond to injection ener-

gies, C3, of 46.9 km2/sec z and 13.9 kmz/sec 2, respectively.)

The Mars trajectory was chosen to illustrate the use of

the Venus 1970 launch opportunity in order to go to

Mars at a time other than the normal opportunities for

direct Mars flights occurring in 1969 and 1971.

2. Partial Derivatives for Encounter

Hyperbola Errors

It is convenient to describe the errors in the arrival

and departure conditions at the intermediate planet in

terms of the following six parameters, arranged in a

column matrix, where T is the time of closest approach.

Y = b (14)

0
T

Errors in the arrival conditions are mapped to first order

into errors in the departure conditions by the 6 X 6
matrix B

8Y._= BSY2 (15)

where the elements of B are the partial derivatives of

the departure parameters with respect to the arrival

parameters.

3yi_ ] = 1, ,

It is immediately seen that, since Vh, b, and T are the

same for both arrival and departure,

__ 3b_ 3T3
-- -- 1 (17)

3Vhz _b_ 3T2

and

i = 1,4,6
3y,__=0 lJ--1, • • • ,6 (18)
3yj_ \i :/: i }

The remaining partial derivatives are most easily
expressed in terms of intermediate partials of the param-

eters us, i, t, and x_. From Fig. 4 and spherical trigo-

nometry, we have

tan 4,2 (19)
tan us -- sin 02

cos i = cos _2 cos 02 (20)

sin 4,2
tan (02 -- f_) ---- tan 02 (21)

and from Eqs. (4), (9), and (10)

b2V_ 1
2 i__

- _ = (22)
cos _z = 1 eZ bzV_ + 1

ixe

Therefore, from Eq. (19),

3us 3us 3tts 3us

0Vh_ 002 3b2 3T2

3us sin 0z (1 + tan 2 4,2)

3_b2 sin 202 + tan 2 _b2

3us --cos 02 tan _2

30., sin 202 + tan 2 if2

--0

(23)

From Eq. (20),

3i 3i 3i

3Vh 2 3_)2 362

3i tan _b2

_ff2 ---- tani

3i tan 0z

302 tan i

3i

3T2
-0

(24)

From Eq. (21),

3f_ _2 312
-- -- -- 0

0V_ 2 3b2 0T2

3-q
-1

3®2

3_ sin 2 (02 -- 12)

34'2 2 tan q,2

312 sin 2 (®2 -- f_)

30., sin 202

(zs)

8
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From Eq. (22),

_ --4 (e 2 -- 1)_

_Vh 2 VIe _

_,I, -2 (e z - 1)½

Obz b e2

_T2
--0

(26)

The remaining partial derivatives of the B matrix may

now be formulated. From Fig. 4 and spherical trigo-

nometry, we have

sin _3 = sin i sin (us + _z) (27)

sin (03 -- t) -- tan 4,3 (28)
tan i

tan 03 = tan i cos (us + _z) (29)

Then, for ] = 1,''',6, the remaining partials are

given by,

ing _ and ® by/3 and )_ respectively, and properly inter-

preting the remaining parameters with respect to the

ecliptic rather than the equatorial plane. Table 2 gives

the elements of the B matrix for both equatorial and

ecliptic reference planes for each of the two sample
trajectories specified in the previous section.

3. Effects of Errors at Intermediate

Planet Encounter

The errors in the arrival conditions at the intermediate

planet will propagate along the encounter hyperbola into

errors in the departure conditions as described by Eq. (15)

of the previous section. The effects of these errors on

the postencounter trajectory may be examined in two

respects. First, the departure errors will, if uncorrected,

result in sizable errors at the target planet. Second, the

departure errors may be used to represent the size of a

postencounter midcourse maneuver.

The second consideration may be easily seen if we
consider the first postencounter midcourse maneuver to

be that which nulls the errors in the departure asymp-

totic velocity. The errors in the departure velocity are

expressed in polar form by the upper three elements of

the vector matrix, 8Y3 [Eqs. (14) to (15)]. The velocity

errors may be obtained in Cartesian components by the

following matrix multiplication.

8(k3 _ tan_b3 F au, a_" 1 tan,, F ai 7_m., tan (u. + _')L _y_ + _- + -i-_T-L _--_-s_J

(30)

_o_ E 8f_ I 2tan(O_--f_)r_4)3 1_--_,._= _ + si--_--_._ L_J

_ 2 tan (®, -- f_).[ 8i l
sin 2i L _y_=J

(31)

{_Yi2 cos 20_ see s icos (u, + _z)

--tan/sin(u, + _z)F Ou. +_l_
L _Y,'__ _,-_ J,

(32)

The previous Eqs. (14) to (32) are given for the equa-
torial reference; however, the form is identical for the

ecliptic reference, and may be obtained by merely replac-

_v,.\ /cos_coso,

_Vh./_ \sinS,

--V_ sin ¢ cos O, --V_ cos ¢,sin O _1' 8V_
tl |

--V_ sin ¢ sin O, V_ cos ¢,cos O M 6_

V_ cos 4, 0 /:,\ 80/,

(33)

Then the midcourse velocity is

sv.._ = (svl, + svt, + 8vt_)_ (34)

The size of the postencounter midcourse maneuver may

be used to compare the sensitivity of various trajectories

to arrival errors. This may also be done from a statistical

viewpoint, as discussed in the next section.

Let us now examine the effect at the target of depar-

ture errors. The output of the heliocentric conic trajec-

tory program (Ref. 9) includes "differential corrections"

which, among other quantities, list the values of the

partial derivatives of B-T, B'R and T at the target

9
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Table 2. Partial derivatives (B matrix) of departure parameters with respect to arrival parameters

Earth-Venus-Mercury (equatorial reference)

Yh2 ¢2 _: b: 02 T:

Vh:_

08

b_

08

T3

1.0

--0.100475

--0.223085

0

-- 0.0949145

0

0

0.464687

--0.416295

0

--0.978451

0

0

0

1.0

0

0

0

0

--2.89788 X 10 -_

--6.43419 X 10 _

1.0

--2.73751 X 10-:'

0

0

0.723561

0.397913

0

0.419588

o

0

0

0

0

0

1.0

Earth-Venus-Mercury (ecliptic reference)

Vh_

_3

b:,

T_

Vh2

1.0

-- 0.0653160

--0.216277

0

-- 0.0137300

0

Vh:t

¢8

(_:_

b:_

T:_

Vh2

1.0

-- 0.309756

0.0186065

0

3.55347 X 10 ::

0

0

0.595106

0.0511208

0

--0.805270

0

0

0

1.0

0

0

0

0

--1.88384 X 10 :'

--6.23784 X 10 :'

1.0

--3.96000 X 10-"

0

0

0.773573

--0.234564

0

0.573994

0

0

0

0

0

0

1.0

Earth-Venus-Mars (equatorial reference)

0

0

1.0

0

0

0

0

--4.55073 X 10 _

2.73354 X 10 ';

1.0

5.22053 X 10 -7

0

0

--0.0504538

--0.871755

0

0.348504

0

0

0.989290

0.0283888

0

0.148647

0

Earth-Venus-Mars (ecliptic reference)

0

0

0

0

0

1.0

Vh_

_3

b_

03

T_

Vh.,

1.0

--0.285094

0.122551

0

--3.39770 X 10 -:_

0

_2

0

0.845856

--0.0147945

0

0.533629

0

Units: km, rod, sec

0

0

1.0

0

0

0

b2

0

--4.18841 X 10 5

1.80044 X 10 -5

1.0

--4.99168 X 10 ;

0

02 T_

0

0

0

0

0

0 1.0

0

--0.338421

--0.787867

0

0.536835

with respect to C3, _, and o at the departure planet.

The quantities b and 0 at departure are not pertinent

in the conic approximation, but the time of departure is.

Therefore, it is planned to add to the multiplanet version

of HECON, the partials of B" T, B • R and T at the target

with respect to departure time. With the above described

partials, then, we can construct the matrix

K ___

_B. T4 _B. T_ _B" T4 _B- T_ \

_B • R_ _B • R4 _B • R4 _B • R4

_Vh,_ _(a:_ _(9:_ _T3

_T4 _T4 _T4 _T4

_V_:, _:_ _0:_ _T._

(35)

I0



IPL SPACE PROGRAMS SUMMARY, NO. 37-27, VOL. IV

where the first column is obtained from the change of
variable

_V--_= 2Vn _C---_ (36)

Now define the miss vector at the target planet

and we have

/ 8B'T4"_
(37)

8M = (KB') 8Yz (38)

where B' consists of the first, second, third and sixth

rows of the B matrix. Eq. (38), then, maps the errors in

the six arrival parameters into the three miss coordinates

at the target planet. The elements of the 3 )< 6 (KB')

matrix indicate the sensitivity of target errors to errors

in the arrival parameters at the intermediate planet, and

would therefore be useful for comparing selected tra-

jectories.

Before giving numerical results, it is useful to simplify
the problem by isolating the more important parameters.

Experienee has shown that for expected injection and

midcourse errors, the errors in Vhz, if2, 02, and T2 are

small in comparison to errors in bz and 0z. Preliminary

numerical results show that the target errors resulting
from expected errors in b2 and 02 are from 10 to 100

times larger than from expected errors in Vh2, 4,2 and 02.
Let us then examine only the errors in the impact

parameter components. Define

SB- )
T4

8M' -- 8B ° R4

(39)

Then, from Eq. (13),

$y" =
cos 02 sin0,, I

--sin02 cos 02
b2 b2

-- R' BY.','-- 2

_Y_' (40)

Then, defining K" as the appropriate 2 3< 2 portion of

(KB'), we have

SM' = (K' R') 8Y"2 = R 8Y'3 (41)

where

/_B " T4 _B ° T4 '_

_B'T_ _B R2

R = (42)

0D . jL,IL4 0D * J[_t4 /_B • T2 _B "R2

The numerical values of the elements of R are given in

Table 3 for the two sample trajectories to Mercury and
Mars.

Table 3. Impact parameter error sensitivities (R matrix)

Earth-Venus-Mercury (ecliptic reference)

B • T2 B • R._

B • 1'4 528.8 348.5

B • R_ -- 161.6 -- 760.5

Earth-Venus-Mars (ecliptic reference)

B * T: B • R:

B *T4

B'R4

--1236

--4046

--2607

3904

The R matrix is useful for targeting of multiplanet

trajectories on the Space Trajectories Program: The pro-
cedure is as follows. For the initial search, select the

aiming point values of B • T2 and B • R2 that are obtained

from the conic approximation. The resulting miss at the

target planet may then be used with the inverse of

the R matrix to generate increments in B'Tz and

B" R2 that will remove most of the target error. Whether

or not this process converges for successive trials with

the same R matrix has not been determined. However,

the first iteration does yield trajectories which pass very

close to the target planet, as indicated by the results in

Table 4 for the Earth-Venus-Mars sample trajectory.

4. Statistics of Encounter Errors

Since actual values of arrival errors are not known

in advance, it is useful to examine the statistical nature

of the errors, based on the expected distribution of arrival

errors. Let Ar z be the 6 )< 6 covariance matrix of expected

11
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Table 4. Earth-Venus-Mars trajectory on

space trajectories program

Parameter

Launch

Vhl km/sec

C3, km2/sec 2

_61, deg

01, deg

_L, deg

R, km

"y, deg

T;

_T12, days

Venus

V_2 km/sec

¢2, deg

O2, deg

B" 1"2, km

B • R=, km

_63, deg

O_, deg

ATe, days

Mars

Vh4 km/sec

9_4, deg

04, deg

B • T4, km

B • R4, km

B,, km

HECON

3.309

10.949

16.83

240.84

90

6567.4

2.0

8/12/70

Oh U.T.

130.0

5.526

-- 69.77

--219.70

--11697

14723

--11.01

21 i.31

175.5

7.052

-- 24.10

230.20

0

0

0

1st Search

3.2959626

10.863419

16.484351

241.25110

9O

6567.4

2.0

8/12/70

0 b U.T.

129.598464

5.5250332

--69.541426

220.13314

--11698.334

14724.085

--10.809301

211.41984

175.734447

7.0359599

--24.173786

230.11903

406936.32

--91264.984

417044.92

Corrections

from

Eq. (41) for
114=0

2nd Search

3.2959626

10.863419

16.484955

241.25091

9O

6567.4

2.0

8/12/70

Oh U.T.

129.598841

5.5250049

--69.542074

220.13184

--11603.263

14837.774

--10.865752

211.80882

176.941396

6.9600939

--24.159954

229.68421

--11062.911

12517.591

16705.630

arrival errors, which may be determined from a variety
of analyses.

A_2 = (sL) (sY_)T (43)

Then from Eq. (15),

A_ = BAy 2 BT (44)

The covarianee matrix of the departure asymptotic ve-

locity components may be obtained from the upper-left

3 × 3 part of Ay 3 and the 3 X 3 matrix of Eq. (33), which
we shall denote by the symbol, A. Then

A_3= a A_ AT (45)

and the one-sigma value of the rms postencounter mid-

course velocity is the square root of the trace of A_ 3.

A number of different sets of Ay 2 matrices could be

generated based on a variety of assumptions concerning

the number and accuracy of pre-encounter maneuvers
and the associated orbit determination. An analysis has

been conducted with an assumed approach guidance

system for the Earth-Venus-Mars trajectory. A complete

description of the assumptions involved is not included in

this report (see Ref. 10). Basically, the approach guidance

system tracks the Sun, the planet and a star in order to

determine the approach trajectory. Based on current

estimates of the accuracy of such a system and the exe-

cution errors of two approach maneuvers, a Ay 2 matrix

was generated following the second maneuver. Mappings

similar to those of Eqs. (44) to (45) were performed, with

a resulting one-sigma, rms, postencounter midcourse

velocity of 50 m/sec.

A similar mapping of covariance matrices to the target
planet may be determined from Eq. (41). Let

Then

_u 2 / _u 2 /

A, = (SM') (SM') r
(46)

A, = R A2 R r (47)

Eq. (47) maps the distribution of impact parameter errors

at intermediate planet arrival into the distribution of

impact parameter errors at the target. It is instructive

to evaluate Eq. (47) for a circularly distributed unit error

(1 km) in the intermediate planet arrival impact param-
eter. Then

(1 0)A2 ---- 0 1

and the target errors for the two sample trajectories are:

: ( 0.40108 × 10 ° --0.35049 × 10°_
\-0.35049 × 10o 0.60447 × 10 _]

: { 8.3219× 10o -5.1773× 10° 
\-5.1773 × 10 o 31.6111 × 10°,]

A diagonalization of the A4 matrix gives the principal
axes of the one-sigma error ellipse in the T-R plane and

the angle of the major axis from the T-axis (Ref. 9,

12
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Table 5. Principal axes of target error ellipse for 1 km
circular error at arrival

Earth-Venus-Mercury Earth-Venus-Mars

Semlmajor axis 900.6 km 5719 km

Serniminor axis 441.0 km 2688 km

Angle of major axis 143 deg 102 deg
from T-axis

pp. xvii-xviii). These values are given for the two sample
trajectories in Table 5.

Results such as are presented in Table 5 serve as a

means for comparing the sensitivity of various trajectories

to a standard uncorrelated, unit error at arrival. However,

a more meaningful comparison would result if the A.,

matrix for each trajectory reflected the comparative accu-

racy obtainable at intermediate planet arrival. The target

coordinate uncertainty due to orbit determination track-

ing errors is such a Az matrix, since it represents the
limiting accuracy that can be obtained as midcourse

correction errors approach zero. Therefore, Eq. (47) has
been evaluated using a A2 taken from the orbit determi-

nation accuracy group of the heliocentric conic trajeetory

program output. From Ref. 9, therefore, we obtain the
values in Table 6.

The resulting A_ matrices are:

0.07409 X 10 TM 0.01575 X 1012'_A,u ..... _ = 0.01575 X 10 TM 0.07978 X 10 TM]

_- ( 5.225 X 10 `2 - 10.924 X 1012_
A4_._, \-10.924 × 1012 25.774 X 1012,]

It can be seen from the above results that the one-sigma

rms misses at Mercury and Mars "are 0.4 X 106 km and

5.6 X 106 km, respectively, if no approach or post-
encounter maneuvers are made.

A more complete statistical description of the target
errors is obtained from Eq. (38)

A, ----(SM) (SM) r = (KB') (8Y2) ($Y2) T (KB') T

= (KB') Az (KB') r
(48)

No numerical results are presented for Eq. (48), however.

5. Discussion

The results of this limited study show that the accuracy

of multiplanet trajectories should not be a serious ob-

stacle to their use in future missions. Certainly, post-

encounter maneuvers will be necessary, and also probably

one or two approach maneuvers dictated by an approach

guidance system. An analysis, in some depth, of prom-

ising missions is warranted, and the equations developed

in this report should serve as a partial basis for compar-

ing and selecting nominal trajectories. A multiplanet

version of HECON is being developed, and many of
the error equations of this report will be included as
subroutines.

Other considerations must be investigated, of course,

and will affect the total feasibility of these types of tra-

jectories. It was noted in the course of the analysis, for

example, that neither of the sample trajectories pass

through a region during the Venus encounter such that

the Earth, Sun or Canopus is occulted. However, there is

no freedom to choose the aiming point at the intermedi-

ate planet, and it may be found that other trajectories

pass through regions such that an important reference

body is occulted. The two sample trajectories also had

distances of closest approach at Venus that were greater

than average for these type missions (Ref. 7). Closer tra-

jectories may have difficulty meeting constraints on prob-

ability of impacting the intermediate planet. Since a

successful midcourse maneuver considerably lessens the

probability of impact, it would be beneficial to improve

the reliability and accuracy of the midcourse correction

operation.

Table 6. Orbit determination target accuracy
from HECON

Earth-Venus-Mercury Earth-Venus-Mars

qr 702.1 km 370.6 km

uR 433.4 km 995.4 km

prR -- 0.7716 -- 0.7231

Other missions, such as out-of-ecliptic and solar probes,

have been proposed which also use the gravitational

perturbation of an intermediate planet. These missions

have less stringent targeting constraints than those hav-

ing a planetary target, and should be seriously consid-

ered. It may prove possible to accomplish these missions

without the need for approach guidance or correction;

that is, using only two or three midcourse corrections.

13
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GUIDANCE AND CONTROL DIVISION

II. Spacecraft Electrical Power

A. Power Sources

P. Rouklove and D. W. Ritchie

1. Solar Energy Thermionic (SET) Electrical

Power Supply Development

The development of the SET I and II electrical power

supplies is continuing with emphasis on converter and

generator development under JPL contracts with Electro-

Optical Systems, Inc., (EOS) Pasadena, California and

Thermo-Electron Engineering Corporation, (TEEco)

Waltham, Massachusetts. The Missile and Space Division

of General Electric Company is studying, under contract

to JPL, the thermal energy storage properties of various

materials and their possible application to an advanced

thermionic generator.

The converters manufactured by EOS and TEEco are

to be incorporated into a 4-converter generator for use

with a 5-ft-D mirror (SET I) and a 16°converter e,_-_---v-_"

in conjunction with a 9.5-ft-D mirror for a SET II system.

a. Tests of TEEco Converters VIII-P-1 and VIII-P-2(a).
Two converters, manufactured by TEEco, were tested at

JPL. These converters are the prototypes of a series of

converters which incorporate several improvements, such

as high power density, novel and improved attachment
system, better resistance to vibration and shock, and

lower cesium vapor pressure. Four of these converters of

the new design will be assembled in a SET generator now

in the design phase. Both converters have a 2-cm 2 rhe-

nium emitter and a molybdenum collector. The emitter

of Converter VIII-P-1 was obtained by pyrolitic vapor

deposition of rhenium on a tantalum substratum using

rhenium pentachloride, while Converter VIII-P-2(a) used

a rhenium emitter, pressure-bonded to a tantalum slug.

The pyrolitic deposition of rhenium on tantalum presents

difficulties and the resulting bonding is unreliable,

pressure-bonding appearing to be a better process. The

radiator in the prototype Converter VIII-P-1 was made

to the same size as used in previous SET converters, and
it was found that this radiator was insufficient for the

high current densities obtained. To achieve the optimum

collector temperature of approximately 950°K required

in a rhenium-molybdenum system operating at an emitter

temperature of 2000°K and at high current densities, the

radiator used in Converter VIII-P-2(a) was increased by
110 cm 2. The measured temperature of the collector face,

operating at 40 amp2/cm 2 and with an emitter tempera-
ture of 1700°C, was 960°C. To reduce the large thermal

15
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drop from the collector face to its base, the cross section

of the collector used in VIII-P-2(a) was increased to a

maximum compatible with the size of the converter

envelope. The results of the performance tests of Con-

verters VIII-P-1 and VIII-P-2 together with the results

of converters of Series VII, built at the end of 1963, are

presented in Figs. 1 (a) and (b).

b. Tests of EOS converters. The effort of the converters

built by EOS was mostly directed toward an improve-
ment of the resistance to vibrations and stress expected

during the launch period of the thermionic generator.
The converters were tested, using sinusoidal vibration.

As the main goal in the test of the prototype converters
is to obtain design and analytic information, this mode of

vibration was applied, as opposed to random vibration

testing. The sinusoidal mode imposes greater stress on

the converter as a greater energy density is applied to the

structure than with a random scan. The advantage gained

by observing at all times the frequency, the applied load,

and the possibility of immediate observation of any
resonance effect favored the vibration sinusoidal test.

The converters were tested at frequencies varying be-

tween 0 and 2000 cps in two steps, 0 to 500 cps 2 and

500 to 2000 cps, and in the x-y and z-axis at a peak load

of up to 10 g.
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During the tests, the following observations were made:

Prototype 1. Resonance of the collector flange at 1050

cps resulted in a "chatter" between emitter and collector
surfaces. This observation led to a redesign of the con-

verter structure.

Prototype 2. Resonance observed at 475 cps (5-g peak)

of the cesium reservoir tubulation resulted in displace-

ment of approximately % in. It was felt that the reservoir

heater wire may have acted as an off-center weight. Once
the reservoir was tied down, the resonance disappeared.

Prototype 3. A resonance observed at the tip of the
radiator heater wire resulted in material shaken out of

the sheath. This resonance was observed at 1800 cps 10-g

peak load.

Prototypes 2 and 3 were performance-tested by the
manufacturer before and after the vibration test. No

adverse conditions were observed. Prototype 2 was shaken
twice without ill effects.

These converters are characterized by a one-piece

collector radiator obtained by a drop-forge method from

a solid bar of molybdenum. It was postulated that such

an approach will greatly increase the resistance of the
converter to environmental vibrations and eradicate a

possibility of failure in the brazed section between the

molybdenum collector and the copper radiator.

c. Development of 9.5.ft-D electroformed solar concen-

trator. The 9.5-ft-D mirror replica obtained from the
9.5-ft-D nickel master was tested at Table Mountain. The

results of the test were reported in Ref. 1. To reduce the

amount of available energy to a quantity equivalent to
the one available from a 60-in.-D mirror in space, and to

remove the effects of the damaged peripheral zone, the
mirror was shadowed to reduce its effective diameter to

7.5 ft. This shadowing reduces the area from 70.882 ft_
to 44.179 ft 2. The effects of the area reduction are pre-

sented below.

Calorimeter aperture I in.

Power input
(standardization to 90 w/ft 2), w

Area, ft*

Shadow, ft=
Shadow factor

Reflectance EM/SF

7.5-k D

2460.4

61.88

44.179

3.129
0.92917

0.666

9.5-ft D

3298.3

51.70

70.882

3.598

0.94925

0.5446

The results of the test of the mirror for both areas are

presented graphically in Fig. 2. A 60-in.-D mirror per-

formance is presented for comparison purposes.

2. Development of Photovoltaic Standards

a. Introduction. Measurements of photovoltaic devices,

either individual or complete arrays, have been obtained

by comparing the photovoltaic cell output against a total

energy measuring device. Terrestrial measurements using

such methods can result in errors ranging from 5 to 15 %.

The development of photovoltaic standards directly cor-

related to proven high-altitude balloon flight standard
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cells eliminates the requirement for total energy measur- 
ing devices and provides extrapolated space short-circuit 
current with an accuracy greater than L-2%. 

The design of the standard cell is in accordance with 
specifications set forth by the Solar Working Group of 
the AIEE. The calibration methods presented herein are 
compared to actual high-altitude balloon flight measure- 
ments. The standardization methods incorporate both 
boron and phosphorus diffused silicon solar cells. 

b. Description of calibration method. The method pre- 
sented here for the calibration of the short-circuit current 
of standard cells is based on comparative measurements of 
the cell to be calibrated with solar cells whose short- 
circuit current in space is known. Such space standard 
cells have been obtained by JPL. The calibration in- 
volved simultaneous measurements of the short-circuit 
currents of the space standard cell with the standard cell 
to be calibrated under a uniform source which varies in 
spectral distribution and intensity. Such measurements 
are performed in sunlight at Table Mountain, California. 

c. High-altitude balloon flight measurements. Since 
June 13, 1962, the Jet Propulsion Laboratory has success- 
fully launched three high-altitude balloons for solar cell 
calibrations. The balloon flights have been correlated to 
one another and repeatability of measurements is better 
than 0.5%. 

The balloon flights have provided space standards for 
solar panel measurements of the Ranger and Mariner 
programs, as well as for the development of NASA stand- 
ards. A total of thirty-eight such space standard solar 
cells are maintained at JPL for balloon correlation 
measurements and standardization development. 

d.  Solar cell design. The solar cell used as standard is 
of a special design and is manufactured under normal 
production techniques. The bulk material is doped for a 
desired resistivity of 7 to 10 n-cm. The p-doped crystal 
is sliced to size and polished. The polished wafer is 
shallow-diffused using phosphorus gas. The resistive con- 
tacts on the cell are vacuum-deposited silver-titanium. 
The polished cell was not coated with the silicon mon- 
oxide layer normally used on n-on-p type solar cells. The 
silicon monoxide coating is mainly used to increase the 
efficiency of the solar cell,but, for this application, cell effi- 
ciency is not important. 

e.  Standard cell package. The solar cell standards hous- 
ing has a brass water-cooled heat sink. The solar cell is 
soft-soldered to a Kovar base which attaches directly to 
the water-cooled base. The Kovar cell substrate will 
allow the standard cell to be used at various temperatures 
without damage to the cell from thermal expansion. The 
complete standard cell housing is encapsulated with an 
optical polished fused quartz window 1/16 in. thick. Prior 
to hermetically sealing, the complete unit is purged sev- 
eral times and then filled with dry inert gas. 

The locating holes in the bottom of the housing are 
designed for accurate solar cell positioning when used in 
an artificial test source. A thermocouple is physically 
connected to the n-contact of the solar cell for accurate 
cell temperature measurements. The complete housing 
assembly is shown in Fig. 3.  

f .  Use of developed standard cells. The developed 
standard cells can be used for obtaining space short- 
circuit current values in solar arrays using terrestrial 
measurements. Such standards could reduce present 
problems with solar cell procurements and could provide 
correlation of photovoltaic power systems. 

The short-circuit current output of solar arrays can be 
calculated using such standards if the spectral response 
of the standard cell is established to be similar to that of 
the test panel. If the standard cell is attached directly to 
the solar array being tested, and the two units “see” the 
same effective total energy, the use of the “collimation” 
system is not required. 

Fig. 3. Photovoltaic standard cell 
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III. Guidance and Control Analysis and Integration

Ae Satellite Orbit Determination

Accuracy Using On-Board
Instruments

R. A. Virzi and R. V. Morris

1. Introduction

A future mission of interest will be to put a spacecraft

in orbit around another planet such as Mars or Venus.

Such an orbiting spacecraft can be used to take direct

observations of the planet or to relay information from

experiments on the planet surface. Many experiments

that an orbiting spacecraft may perform will require

accurate satellite orbit determination for the following

reasons:

(1) For orbital control to obtain optimum data gather-

ing conditions, such as for photographing surface

features where lighting and contrast conditions are

important.

(2) For the mapping of location-dependent data, such

as surface features, magnetic fields, and particle

densities.

In addition, the satellite orbit determination can be used

to obtain the mass of the planet.

A satellite orbit is determined by seven independent

parameters. One set useful for our purposes is the orbital

period T, the eccentricity e, the time of periapsis passage

Te, the planet gravitational constant GM, the argument

of periapsis ,o, the inclination i, and the argument of the

ascending node f_. Some of these are illustrated in Fig. 1.

These seven parameters give a complete time description

of the spacecraft orbital motion. Therefore, the accuracy

of this time history may be derived from the accuracy of

estimates of the parameters.

A study of the accuracy to which on-board instruments

can determine a satellite orbit is currently being per-

formed. In this study, accuracy is being determined as a

function of the following factors:

(1) The spacecraft orbit.

(2) The distribution of measurement times in an orbit.

(3) The types of measurement taken at each measure-
ment time.

(4) The measurement error model.
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Fig. 1. Coordinate system and orbital plane

(5) The total measurement time or the number of orbits.

The results to date of this study are described below.

2. Meosurement Types

In this section, on-board measurements useful in satel-

lite orbit determination are resolved into categories, and

the characteristics of these categories are discussed.

a. Measurement types using on-board instruments.

There are many different types of measuring instruments

which can be carried by a spacecraft. The measurements

by these instruments give information which will fall

into one, or a combination, of the following categories:

(1) Angle in[ormation, the information on the angle sub-

tended at the spacecraft between the central planet

and a reference body, e.g., the Mars-spacecraft-Sun

angle.

(2) Range information, the information on the distance

from the center of the central planet to the space-

craft. Measurements which contain only range
information are angular diameter and altitude. Both

measurements require knowledge of the planet
radius.

(3) Rate information, the information on the rate of

change of position relative to the central planet.

(4)

Measurements which contain only rate information

are orbital rate and range rate. The orbital rate

measurement requires knowledge of the planet

center direction. The range rate measurement may
also require the planet center direction.

Event time information, e.g., times of occultations,

and times of a given angle measurement.

In the present study, measurements containing infor-

mation in the fourth category are not considered. All

following statements in this report apply only to the first

three categories.

b. Orbit determination properties of measurement

types. The orbit determination properties of measure-

ment types depend on the motion of the spacecraft. If an

inverse-square central force field is assumed, then the

spacecraft motion is planar and follows Kepler's laws, in

which case the following statements can be madea:

Angle measurements, Category (1), are the only meas-
urements which can give information about the orien-

tation of the spacecraft orbit. The orientation of the orbit

cannot be determined unless the spacecraft is able to

make angle measurements with respect to at least two

known inertial directions. This can be done by using two

reference bodies or by using a single reference body

having angular motion relative to the planet. Further-

more, angle, range, and rate measurements, Categories

(1), (2) and (3), can be used to determine the size and

shape of the orbit and the location of the spacecraft in

the orbit. (In this report, size is determined by the orbital

period and planet gravitation constant, shape by the

eccentricity, and in-plane location for a given time by

the time of periapsis passage, period, and eccentricity.)

The measurements in Categories (1), (2) and (3) can always

be expressed in terms of the four in-plane coordinates:

true anomaly, range, range rate and orbital rate. There-

fore, the in-plane orbit determination properties of meas-

urements can be obtained from the properties of the four

in-plane coordinates.

Some important orbit determination properties of true

anomaly, range, range rate and orbital rate measurements
are:

(1) True anomaly--gives no information of size but al-

ways gives information of shape and in-plane
location.

aDeviations due to oblateness, etc., which may be encountered at a

planet such as Mars, will cause perturbations in the spacecraft

motion. These perturbations can be handled in orbit determination

as variations in the orbital parameters.
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(2) Rangefalways gives information of size and shape,

and gives information of in-plane location except
for circular orbits.

(3) Range rate--always gives information of shape, and

gives information of size and in-plane location

except for circular orbits.

(4) Orbital rate---gives no information of size but al-

ways gives information of shape and in-plane
location.

The above orbit determination properties apply when

only measurement data is used without making use of

prior information (a priori knowledge). In practice, prior

information may be available that may allow determi-

nation of size, shape or in-plane location when it is not

possible with measurement data alone.

Because of the periodic nature of the spacecraft orbital

motion, very accurate determination of the orbital period
can be obtained if the measurement used has a periodic

variation. All the above four measurements are peri-

odic except for circular orbits when only the true anomaly,

i.e., the central angle, has any variation.

3. Study Description

The following is a description of the work performed.

a. The spacecraft reference coordinate system. A space-

craft reference coordinate system is necessary for defin-

ing spacecraft based angle measurements. In this study

the reference system is an inertial right-hand Cartesian

coordinate system with mutually orthogonal axes labelled

X-Y-Z. It is centered at the spacecraft, and its coordinate

axes are determined by two reference bodies. The posi-

tive Z-axis is directed from the spacecraft toward the

primary reference body. The XZ-plane contains the sec-

ondary reference body in the + X half-plane. The Y-axis

completes the right-hand coordinate system X-Y-Z. This

coordinate system, centered at the planet, is illustrated in

Fig. 1.

b. The spacecraft orbit. The spacecraft is assumed to

move in an elliptical orbit. The orbital plane is inertially

fixed and contains the planet center of mass. The orien-

tation of the orbital plane in the reference coordinate

system is illustrated in Fig. 1. The orientation of the

plane is defined by two angles. They are the argument of

the ascending node _ and the inclination angle i. The

in-plane orientation of the ellipse is given by the argu-

ment of periapsis _,,which is the angle from the ascending

node to periapsis, measured in the direction of motion

of the spacecraft. The size (i.e., semimajor axis) of the

ellipse is determined by the orbital period T and the

planet gravitational constant GM. Its shape is determined

by the eccentricity e. The location of the spacecraft in

the orbit at a given time is determined by the time of

periapsis passage T e, the period T, and the eccentricity e.

To date only two orbits (about Mars) have been

studied. These orbits, identified as Orbits 1 and 2, are

described in Table 1. The angles which describe the

orbital orientation are referred to a spacecraft coordinate

system based on the Sun and the south ecliptic pole as

primary and secondary references, respectively. Although

the spacecraft reference system is not inertial (i.e., it

rotates at the planet's orbital rate) when the Sun is used,

the accuracy results should still be valid because of the

short time durations considered in the study. If the effects

of the planet's motion about the Sun and its finite dis-

tance were included, it is expected that they would

improvo the orbit determination accuracy results for

long time periods.

c. The measurement types. Measurements are made of

both the cone and clock angles of the central planet in

the spacecraft reference system at each measurement

time. The cone angle fl is the angle from the positive

Z-axis to the planet direction (0 _/3 _ 180°). The clock

angle a is the angle from the positive X-axis to the pro-

jection of the planet direction on the XY-plane. The

positive sense of et is a right-hand rotation about the

+ Z-axis. The angles /3 and ct are related to the angles

/3' and a' (shown in Fig. 1) as follows:

/3 -- 18o° -/3, (1)

a= 180 ° +_' (2)

Table 1. Parameters of two satellite orbits about Mars

Orbital parameter

Gravitational constant

Orbital period

Eccentricity

Time of periapsis

passage

Semimajor axis

Periapsis range

Apoapsis range

Argument of periapsis

Inclination

Argument of the

ascending node

Symbol

GM 42977.8

T 27390.568

e 0.42091

Tv 0.0

A 9347.5

Rp 5413.0438

RA 13281.956

--142.51455

i 32.314388

Orbit 1 Orbit 2

1.9102133

Units

42977.8 kmS/sec =

13094.296 sec

0.01 ......

0.0 sec

5715.0 km

5657.85 km

5772.15 km

177.08134 deg

32.48401 deg

47.68956 deg
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where /3 and ct are the cone and clock angles of the

orbiter-to-planet direction, and /3' and a' are the cone

and clock angles of the planet-to-orbiter direction.

d. The measurement error model. The measurement

error model assumes that each measurement has an

independent random error of 0.266 mrad, 1 a. A fixed

bias in the cone angle measurement was assumed and

was estimated as an auxiliary parameter of the orbit.

A fixed bias in the clock angle measurement and an error

in the argument of the ascending node f2 have identical

effects on the measurements. Therefore, no auxiliary

parameter is necessary to account for the bias. If prior
information of either is available, the bias and the error

in _ may be separated.

e. Measurement times. Cone and clock angle measure-

ments are taken every 5 min, starting at the nominal time

of a periapsis passage. The total measurement period is
50 hr.

4. Results

Accuracy results have been obtained at intervals of

40 measurement times (200 rain) and plotted in Figs. 2(a)

and (b). They give the standard deviations, without prior
information, of the argument of the acending node _2, the

inclination angle i, the argument of perapsis ,o, the eccen-

tricity e, the orbital period T, and the time of periapsis

n_c_cto T_ 'rho rdrfff_rl points are connected by _tr_ightJ_".... _ _ r ..... jL_ ...............

lines only for ease of identification, and do not represent
the true accuracies for intermediate times.

Several conclusions that may be drawn from the results

plotted in Figs. 2(a) and (b) are:

(1) The accuracy of all the estimated orbital elements
increases with measurement time. The rate of im-
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provement after the first orbit is about the same for

all the elements except for the orbital period T,

which has a greater rate.

(2) The accuracy of determining the orientation of the

orbital plane, i.e., the angles f2 and i, appears to be

relatively independent of the size and shape of the

elliptical orbit, e.g., at 10 hr, a_ --- 0.0354 and 0.0346

mrad, and ae --0.0713 and 0.0634 mrad, respec-
Lively, for Orbits 1 and 2.

(3) The accuracy of determining the orbital period

appears to depend more on the number of orbits

than on the total measurement time, e.g., at about

2.65 orbits, elapsed time = 20 and 10 hr, and

aT -- 0.0784 and 0.0608 sec, respectively, for Orbits
1 and 2.

(4) The accuracy of determining the eccentricity e

appears to be independent of the orbit, e.g., at
10 hr, o-e X 10 :__ 0.0152 and 0.0156 for Orbits 1

and 2, respectively.

(5) The accuracy of determining the argument of peri-

apsis _oand the time of periapsis passage Te appears

to decrease with decreasing eccentricity e. This

conclusion is not strictly supported by the data

presented, because of the large changes in other

parameters. Other unpublished studies do support
this conclusion.

Orbital size cannot be determined from the measure-

ment data alone because the measurements depend in

time only on the true anomaly _7 (see Fig. 1). Size can be

obtained from the orbital period T if the gravitational

constant GM is known. The effects of the accuracy of

prior knowledge of GM are discussed below.

The standard deviations of the periapsis range Re and

the apoapsis range RA for Orbit 1 are presented in Fig. 3.
Both Re and Ra are functions of T, GM and e, and there-

fore, contain size and shape information. Errors in Re

E

Z
o

>
LtJ

z

I--

10

6

4

0.6

0.4

0 = O'Rp

tx = O'RA

_GM=20 km3/s ec 2

._._.._O-GM = 10 km_'sec 2

' \\__3 - 2
_M = 20 km ysec

_ o'aM = 5 'km%ec 2

_ "G_--_ km%ec2
0.2

0.1
0 I0 20 30 40

TIME, hr

Fig. 3. Standard deviations of RA and Re for Orbit 1

vs measurement time for different values of cra_

50

and Ra result from errors in T, GM and e. Since GM

cannot be obtained from the measurement data, the

standard deviations of Re and Ra will be dependent on,

and be limited by, the prior knowledge of the standard

deviation of GM. The limiting standard deviations, of

Re and R t are given by Eqs. (3) and (4).

Re
_ee (Limit) - 3GM oa,tf (3)

Ra
_Ra (Limit) - 3GM _ (4)

In Fig. 3 most of the curves terminate at times less than

50 hr, because the computation used to obtain the co-

variance matrix (i.e., the second moment matrix of the

errors) seems to become very sensitive to digital compu-

tation roundoff. The values at early termination points

are found to be very close to their corresponding limiting
values.
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IV. Guidance and Control Research

A. Optical Physics Research
T. Tomotsu and A. R. Johnston

1. Correlation Between Optical and Dielectric

Properties of the NAN02 Crystal

a. Introduction. In 1958 it was discovered that NaNO2

was ferroelectric below the transition point of 168°C

(Ref. 1); since that time, many detailed investigations

have been carried out on its various properties, such as

its dielectric (Refs. 2, 8, and 4), thermal (Refs. 5 and 6),

optical (Refs. 7 and 8), and other properties (Refs. 9 and

10). Above the transition point, its crystal structure (Refs.

11 and 12) is nonpolar and belongs to the orthorhombic

system, space group D_[ - I mmm. Below the transition

temperature, the crystal structure is still orthorhombic,

but is polar along the b-axis, space group (320 - I ram.2v

The NO_ ion, a symmetric nonlinear group, lies parallel

to the b-c plane, as shown in Fig. 1. The bisectrix of the

angle O-N-O is aligned parallel to either the +b-

or -b-axis with equal probability above the Curie point,

whereas it is aligned along, say, the + b-axis in a single

domain below the critical point. This is a kind of order-

disorder transition brought about by thermal agitation.

This change of the long-range order with temperature has

recently been investigated (Ref. 4). The disorientation of

the NO_ group at the transition my occur through: (1) the

oscillation of the NO_ ions around the a-axis, (2) the oscil-

lation of the NO_ ions around the c-axis, or (8) the tunnel-

ing of the N atoms between the two O atoms.

b

,t---------- b ----------_-

O o

No

O N

SHADED ATOMS ARE AT I/2 a i

N-O DISTANCE : 1.25 Ai

O-N-O ANGLE : !!6 deg (REFS. !1 AND !2)

a : 5.55 A

b : 5.56 A

c : 5.58 A

Fig. 1. Crystal structure of NaNOz
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Sato, et al. (Ref. 9) supported Process (1), based upon

their observation of polarized infrared absorption. The

absorption of the fundamental v2 of the nitrite ions in the

NaNO_ crystal has a peak at about 880 cm -I and is effec-

tive for light polarized with its electric vector E along the

bisectrix of the O-N-O angle. The absorption spectra were

investigated over the temperature range between 25 and

190°C with polarized infrared radiation. The intensity of

absorption for light polarized in the b-direction became

smaller and that in the c-direction became larger with in-

creasing temperature, whereas that along the a-direction

did not show significant change. These results supported

Process (1), i.e., vibration of the NO_ ion around the a-axis.

No evidence could be found to prove the existence of

Process (3).

b. Proposed experiments. The purpose of the work

reported here was to confirm the above-mentioned proc-

ess by means of an investigation of the ultraviolet absorp-

tion of NaNO.,. The absorption spectrum of the NaNO_

single crystal and its polarization were investigated in

detail (Ref. 8). NaNOz has an absorption band at around

850 mtz. This is due to an electron transition within the

NO_ ion and is mainly polarized in the direction of

the a-axis; i.e., polarized light with E along the a-axis is

absorbed. Therefore, it is expected that information about

the behavior of the NO_ ion might be obtained from the

change of the polarized absorption; i.e., if Process (1) is

the actual one, there will be no significant change in the

a-polarized absorption, but if Process (2) is the actual

one, the absorption in the b-direction should become

larger. In the case of Process (3), presumably there will

be a large change in the absorption in every direction.

For measurement of optical absorption, the apparatus

shown in Fig. 2 was constructed. The high-intensity

L

dARRELL-ASH

GRATING SPECTROMETER

L: TUNGSTEN--IODINE LAMP
S: SAMPLE HOLDER (ROTATABLE OVEN)
P: POLARIZER
M: PHOTOMULTIPLIER

Fig. 2. Optical apparatus for measurement of

absorption spectrum

tungsten-iodine lamp (General Electric Company airport

lamp, Model 6.6A/T3Q/1CL) is adequate as a near-

ultraviolet continuous light source (300 to 400 mt_). The

sample crystal is put inside a rotatable oven capable of

maintaining constant temperatures up to 180°C. Under

various conditions of crystal orientation and temperature,

the polarized absorption spectrum is measured with a

Jarrell-Ash grating spectrometer and detector system hav-

ing a 1P28 photomultiplier. A Glan-Thompson prism is

used as a polarizer. The measurement of polarized ab-

sorption is of special interest in a narrow temperature

range around the Curie point, because anomalous dielec-

tric properties have been reported there (Ref. 4).

Since the NaNO_ crystal is a new ferroelectric material,

its electro-optical properties have not yet been investi-

gated. Another purpose of this work is to get new data

on the electro-optical properties of NaNO, crystals using

a polarimeter method (Ref. 13).

c. Crystal growth. The elements of the Bridgman

furnace (Fig. 3) constructed for growing single crystals

of NaNO2 are as follows: (1) innermost is the heater

assembly which is wound of Nichrome wire, spaced to

produce a specific temperature gradient; (2) enclosing

the heater assembly is a glass Dewar to provide thermal

insulation for the heater assembly; (3) outermost is a

cylinder of Lucite tubing to protect the glass Dewar

from breakage.

The furnace was made transparent in order to visually

monitor the crystal-growing process. Occasionally, the

crystal growth will be started and will have many inclu-

sions which are visible. Rather than having to let the

crystal grow to completion (70 to 80 hr), the inclusions

can be detected early in the growing process, the crystal

re-melted, and the process started anew.

A typical temperature distribution of the furnace is

shown in Fig. 4. Temperature is controlled by a propor-

tional temperature controller (Winsco proportional tem-

perature controller, Model 4053-1) at the melting point of

NaNO2 (277°C). Temperature fluctuation was less than

0.1°C over a period of 2 to 3 days.

The crucible is drawn from Pyrex glass tubing, a hook

is formed on the upper end, and the lower end is slowly

tapered to a point. Although the lower tapered end is

essential to start the crystal growth from a single nucleus,

the shape of the taper does not appear to be important.
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The crucible is suspended in the furnace by a thin wire

cable; the upper end of the cable is wound on a spool

which is mounted on the shaft of a synchronous motor.

The enleible is lowered in the furnace when the cable

unwinds from the rotating spool. In order to achieve vari-

ous lowering rates, the motor was pulsed on and off by

means of a percentage timer, a time-switching device

which has an on-time variable from 4 to 96%. It was

possible to obtain lowering rates from 2 to 20 mm/hr

using this system. In most cases the rate of 2 mm/hr,

corresponding to 0.5°C/hr, was used during the recrys-

tallization process. After complete crystallization, the

lowering rate was increased up to a factor of 10. The

NaNO2 crystals have a singular expansion eoefiqcient (Fig.

5); i.e., the crystal expands in the direction of the c-axis

when the temperature is decreased, especially near

165°C. Therefore, some cracks will appear near that

temperature, but, since the fragments are still large

enough for this experiment, no precautions have been

taken to prevent crystal fractures.

The NaNO2 used was first purified by means of re-

crystallization and was outgassed at 80 to I50°C for sev-

eral hours. The crucibles were not sealed off during

crystal growth. In most eases the crystals grew with the

c-direction roughly vertical.
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Fig. 5. Linear thermal expansion coefficients in the

direction of the crystal axes of NaNO._
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Orientation of samples could be conveniently accom-

plished because the single crystal has cleavage planes

along (101) and (10T). The angle between these two

planes is 67 deg, with the b-axis being the intersection of

these two planes. The c-axis is the bisector of the angle

between the two planes, and the a-axis is perpendicular

to the b- and c-axes (Fig. 6).

Since the absorption of NaNO_ at 360 mt_ is very

strong, unusually thin samples (< 0.1 mm thick) are re-

quired for the absorption measurement. The crystal can be

cut by a wetted thread-string saw as thin as 1 ram. Then,

thin plates are polished on filter paper moistened with

alcohol containing a small amount of water. By this

method it has been possible to make a 0.07- )< 8- )< 8-ram

plate of NaNOz.

CLEAVAGE PLANES (101) AND (lOT)

Fig. 6. Relationship between the crystal axes and

cleavage planes
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ENGINEERING MECHANICS DIVISION

V. Materials

A. Effect of Plastic Deformation
on Preferred Orientation of

Synthetic Carbons

D. B. Fischbach

The easy mode of plastic deformation of graphite and

turbostratic (disordered stacking) carbons is generally

believed to be shear on the layer planes. Shear on a single

set of slip planes causes these planes to rotate toward

the tensile axis. Tensile deformation, then, may be ex-

pected to produce an orientation texture in which the

layer planes tend to lie parallel to the tensile axis. Obser-

vations have been made of the effect of high-temperature

heat-treatment alone, and high-temperature tensile de-

formation on the preferred orientation of three types of

carbon: (1) glassy carbon [a vitreous ungraphitized mate-

rial which is nearly isotropic (Refs. 1, 2)], (2) conven-

tional pitch-coke composite carbons (fairly well graphi-

tized with an initial orientation texture determined by

the fabrication parameters), and (3) pyrolytic carbons,
o.nrnmnnlv o,ll_cl nvrnlvHo o'r_nhlh_e (11'l;f;_l llnO'r_nh{_

tized, transversely isotropic "wrinkled sheet" structure).

The preferred orientation texture was investigated by

two techniques. For the pyrolytic carbons, an X-ray dif-

fraction method (Refs. 1, 3) was used. The normalized

orientation density distribution of the layer plane normals

is determined as a function of the angle _ measured with

respect to the normal to the deposition plane. The func-

tion cos_ is fitted to the distribution and n employed

as an index of preferred orientation. While preferred

orientation is easily determined by this method in pyro-
lytic carbons, X-ray techniques are more difficult for

the more nearly randomly oriented glassy and conven-
tional carbons and were not used for them. For all three

types of carbon, measurements of the diamagnetic sus-

ceptibility x, were employed. The susceptibility of turbo-

stratic carbons and graphite is highly anisotropic. For

single crystal graphite the susceptibility measured per-

pendicular to the layer planes xc is about 21.5, while

parallel to the layer planes xa it is only 0.32 (all suscepti-

bility values are reported in units of -10 -6 emu/g). The

single crystal anisotropy ratio Xc/Xa is 68. Therefore, mag-
netic susceptibility measurements in various directions in

a polycrystalline sample provide a sensitive method of

detecting preferred orientation.

It is well established that x_ is a function of the struc-

order). Although X_ is expected to be insensitive to struc-

ture, this has not been firmly established experimentally.

Therefore, care must be used in interpreting the results.

The structure dependence of the susceptibility may be

monitored by observing the total (trace) susceptibility xr
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(sum of the X values measured in three orthogonal direc-

tions), which is independent of anisotropy. For single crys-

tal graphite Xr = 22.1. For pyrolytic carbons Xr of

as-received materials may be as high as 34. It decreases

with increasing layer ordering to a minimum value of

about 20 and finally recovers to the graphite value in

well-ordered material. The pyrolytic carbon used here

had been heat-treated for a half hour at 2800°C prior

to testing and was in the minimum susceptibility condi-

tion. For glassy and conventional carbons ×r is initially

low and increases with increasing crystallite diameter.

There is sometimes a slight maximum (_ 22), but no

minimum and xr levels out at a value less than that of

graphite (usually in the range 19-21).

The preferred orientations of samples taken from the

undeformed butt sections were compared with those of

samples from the corresponding gage sections of tensile

specimens. Since both butt and gage samples had under-

gone heat treatment during deformation, measurements
were also made in some cases on as-received samples
to determine the effect of heat treatment alone. The sus-

ceptibility was measured parallel to the tensile axis and in

two orthogonal directions at right angles to this axis.

The samples were not, in general, isotropic in the plane

perpendicular to the tensile axis, so maximum and mini-

mum values in this plane were determined. Two ani-

sotropy ratios were computed from these data: A1, the

ratio of the maximum susceptibility perpendicular to the

tensile axis to the susceptibility parallel to this axis, is a

measure of the tendency of the layer planes to lie parallel

to the tensile axis. A2, the ratio of the maximum suscepti-

bility to the minimum susceptibility, both measured per-

pendicular to the tensile axis, measures any tendency

for the layer planes to lie parallel to a particular plane

(such as the deposition plane in pyrolytic carbons) con-

taining the tensile axis. For the X-ray diffraction meas-

urements on the pyrolytic carbons, rod-shaped samples

were cut perpendicular and parallel to the tensile axis

in the deposition plane. The perpendicular samples yield

nl and the parallel samples (the type used in previous

investigations) yield n._,where the significance of the sub-

scripts is similar to that for the A's.

Representative results are given in Table 1. While heat

treatment alone affects the total susceptibility, it produces

Table 1. Effect of heat-treatment and tensile deformation on the preferred
orientation texture of various carbons and graphites

Deformation
Pretest heat- XT,

Type of carbon Sample
treatment, °C -- 10 Gemu/g

Glassy 2000 As rec'd 9.0
Butt 12.4

Gage 14.6

Pitch-coke B 2200

Pitch-coke C 2500

2800

1/2 hr

As rec'd

Butt

Gage

As rec'd

Butt

Gage

As rec'd

Butt

Gage

As rec'd

Butt

Gage

As rec'd

Butt

Gage

Butt

Gage

Butt

Gage

Butt

Gage

Butt

Gage

Scrap

Pyrolytic (regenerative)

Temp, °C Elongation, %

2700

2700 24

2700

2700 30

2475

2475 7

2475

2475 _1.5

2700

2700 45

2475

2475 15

2900

2900 100

2700

2700 17

2500

2500 6

2200

2200 _2.7

-- 0

19.8

20.3

20.0

19.2

20.3

20.9

20.3

20.0

20.2

19.0

20.4

20.5

19.2

20.2

20.5

19.8

21.7

20.2

21.4

20.4

20.3

19.9

20.2

20.6

A_ A_ n_ n2

1.02 -- -- --

1.01 -- -- --

1.82 -- -- --

1.20 1.14 -- --

1.18 1.14 -- --

1.45 1.01 -- --

1.26 1.23 -- --

1.23 1.23 -- --

1.29 1.17 -- --

1.23 1.17 -- --
1.23 1.17 -- --

1.23 1.16 -- --

0.81 1.0 -- --
0.82 1.03 -- --

1.34 1.01 -- --

0.86 1.03 -- --

0.88 1.04 -- --

1.02 1.01 -- --

8.3 -- 12 --

41.3 11.1 3400 29

8.2 -- -- --

42.4 9.6 1150 18

8.0 -- -- --

19.8 11.3 200 18.5

8.6 -- -- --

9.0 8.4 12.5 11.5

7.8 -- 12.5 --

3O
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little change in the preferred orientation for the glassy
and conventional carbons. This is also true for the pyro-

lytic carbon used here, which had a regenerative micro-

structure. However, in all cases, tensile deformation of

_-_5_ elongation produced a definite change in preferred

orientation which increased with increasing deformation.
The deformation-induced orientation consisted of a ten-

dency for the layer planes to align parallel with the

tensile axis, as expected. Frequently, deformation also

increased xr.

The glassy carbons were initially nearly isotropic, but
deformation produced anisotropies as high as 1.8. The

marked increase in xr is probably a result of crystallite

growth. The pitch-coke materials had a definite initial

preferred orientation resulting from the uniaxial pressure

used to form the blocks prior to baking. The layer planes

tended to the oriented perpendicular to the pressing

direction. Samples in Group B were cut with the tensile

axis perpendicular to the pressing direction (parallel to

the layer planes), so that A_ > 1. The C samples were

cut with the tensile axis parallel to the pressing direction

(perpendicular to the layer planes) making Ax < 1. Ten-

sile deformation increased the existing preferred orien-

tation texture in the B samples. In the C samples,

deformation tended to rotate the preferred orientation

axis by 90 deg, making A_ approach and finally exceed 1.0.

The behavior of the pyrolytic carbon is especially inter-

esting. The structure of the undeformed material may

be represented by a stack of wrinkled layer planes. It is

transversely isotropic in the plane of the deposit, and

the tensile axis lies in this plane. The magnetic and X-ray

determinations of preferred orientation are in good quali-

tative agreement at small elongations. However, above

15_ elongation the A values show little change, whereas

the n values continue to increase rapidly. The reason

for this is not known, though in this range n is a much

more rapidly increasing function of preferred orientation

than A is. Both types of measurement show that tensile
deformation is much more effective in dewrinkling the

planes in a direction parallel to the tensile axis than per-

pendicular to it. The structure of the deformed gage

sections might therefore be represented by a stack of

corrugated layer planes with the corrugations parallel
to the tensile axis. Less extensive tests on a pyrolytic

carbon with a substrate nucleated structure gave quali-

_,: ._1...... 1....... 1,_ though the n values wcre some-LaU.VIUIy blllllll:l.l I_HIL_,

what higher. Although this anisotropic effect of tensile

deformation might have been anticipated on the basis

of the present understanding of the structure and defor-

mation processes in pyrolytic carbons, this appears to be

the first experimental demonstration of it.

Because of the strong anisotropy of most of the physical

properties of graphite, the degree of preferred orientation

is an important factor in applications of this material. The

present results demonstrate that qualitative information

on preferred orientation can be obtained rather easily

from magnetic susceptibility measurements. However,

before this technique can be employed confidently for

quantitative work, a more detailed understanding of the

dependence of the principal susceptibilities on crystallite
size and layer stacking order is required. The results

reported here on the effect of tensile deformation on

preferred orientation in glassy and conventional carbons

are consistent with the hypothesis that basal plane shear

is an important component of the deformation of dis-

oriented carbons and graphite. For pyrolytic carbons the

results may be explained more conveniently in terms of

dewrinkling (removal of tilt boundaries), though basal

plane shear is probably also involved.

B. Growth and Perfection

of Crystals
P. J. Shlichta

1. Comparison of the Phase Rule, the Crystallo-

graphic Contact Rule, and Euler's Boundary Rule

It has recently been discovered (Ref. 5) 1 that, when a

crystal structure is considered as a space-group array of

rigid spheres in contact, the relationship

F=P-C+I

holds, wherein F equals the number of degrees of free-

dom of the structure in parameter space, P is the number

of variable parameters (atomic-radius ratios, unit cell

axial ratios and angles, and atomic position parameters),
and C is the number of contact modes. This "Contact

Rule" bears a close resemblance to Gibbs' Phase Rule

F=C-P+2

wherein F is the number of degrees of freedom of the

system in composition-temperature-pressure space, C is
the number of components in the system, and P is the

'A more detailed exposition is in preparation.
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number of phases present. Moreover, Euler's Boundary
Rule,

F=E-C+2

wherein F, E, and C are respectively the number of faces,

edges, and corners of any polyhedron, has a similar form.

These sum rules are much simpler than the relationships

generally encountered in mathematics and physics, and
it seems appropriate to determine whether their super-

ficial similarity is indicative of a generic relation.

The Phase Rule and the Contact Rule are, in fact,

special cases of a trivial axiom of mathematics which

might be termed the Simultaneous-Equation Sum Rule,

namely that for n single-valued equations involving m

variables, the number of independent variables is equal

to m - n. The Contact Rule is merely an expression of

the fact that, for each contact mode in the structure,

there exists an equation stating that the sum of two atomic

radii is equal to the distance between their centers. Simi-

larly the Phase Rule rests on the assumption that, at

equilibrium, the chemical potentials of all phases present

are equal (Ref. 6); hence there must be P equations of
the form

K = _p(C,,C_,C_ "'" Cc, T,P)

The constants in each of these rules stand for implicit

variables: temperature and pressure in the case of the

Phase Rule and volume expansion (i.e., ao/R_) in the
case of the Contact Rule.

A sum rule of the simultaneous-equation type is pos-

sible in any physical or mathematical system involving a

set of simultaneous equations, each of which denotes the
existence of a member of a class of enumeratable entities.

Most of these, however, are probably too trivial or of too
little utility to merit expression.

Euler's Boundary Rule, however, despite assertions to

the contrary (Ref. 7), is generically unrelated to the

simultaneous-equation sum rules. Not one of the many

derivations of this rule involves simultaneous equations

(Ref. 8). There is no term corresponding to degrees of

freedom and the constant cannot be equated to any im-

plicit variables. Euler's Rule is in fact the special three-
dimensional case of a more general n-dimensional relation
(Ref. 9)

11-1

Na(-1) a = 1 - (--1) n
d=o

so that even the superficial resemblance to simultaneous-

equation sum rules is merely coincidental.

The conceptual uniqueness of Euler's Rule is of some

significance in connection with its application to other

sum rules. Any simultaneous-equation sum rule can be

represented diagrammatically as an n-dimensional space

divided into polytopes. Therefore any such sum-rule dia-

gram must obey some form of Euler's Rule. For example,

the contact diagram of a two-parameter crystal structure

may be regarded as a polyhedron in which the area out-

side the border of the diagram counts as a face, the seg-

ments of the border proper to each contact field count

as edges, and all line intersections count as vertices.

Moreover, since (with a few special exceptions) all ver-

tices are trihedral, a special case of Euler's Rule holds

2F=C+4

Therefore, if the number of contact modes is known, it is

possible to predict the number of triple points that will

be found within the diagram.

Another possible joint application of Euler's Rule and

the Contact Rule involves those complex metallic crystal

structures which can be interpreted as the packing of

spheres into successive shells of concentric polyhedra.

By a suitable choice of assumptions (e.g., that each sphere

constitutes a corner (or face) of a polyhedron, that each
intralayer contact constitutes an edge, that each sphere
must be in contact with at least three atoms in the shell

beneath it, etc.) it may be possible to use the two sum

rules to determine those sets of polyhedra which corre-

spond to optimal packing.

C. Graphite
W. V. Kotlensky

1. Glassy Carbon

In the previous summary tensile results were presented

for two lots of glassy carbon, one reported by the manu-

facturer to have been heat-treated at 2000°C (Lot 228)

and the other at 3000°C (Lot 229). The strengths of these

two lots over the range from room temperature to 2900°C

were not markedly different. The ductility of Lot 228, on

the other hand, was appreciably greater than Lot 229.
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To test the effect of annealing, Lot 228 specimens were

heat-treated for 1 hr at 3000°C in a graphite, resistance

tube furnace, cooled to room temperature, and then

pulled to fracture in the tensile testing apparatus. The

results of tests made at 2500, 2700, and 2900°C are given

in Table 2. The tensile data are in fair agreement with

Lot 229 reported in the last issue. The lack of ductility in

glassy carbon which has been heat-treated at 3000°C

cannot be explained on the basis of thermal annealing
alone. Unannealed Lot 228, tested at 2900°C, shows

considerable ductility, and the difference observed can-

not be attributed to the 100°C higher heat treatment.

Other factors, such as crack formation during cyclic heat-

ing, may contribute to the lack of high ductility in glassy
carbon Lot 229 and Lot 228 heat-treated at 3000°C.

Pitch-coke graphites show a decrease in bulk density

and an increase in porosity with tensile deformation

(Ref. 10). Recent structural studies on the gauge section

of deformed specimens show that glassy carbon under-

goes a similar change in bulk density and porosity. Such

data for glassy carbon, as well as Knoop microhardness

and unit cell height (Co) and width (a0) are given in

Table 3. The density data for Lot 228 may be interpreted

to indicate that pore formation accompanies deformation

and that the pores which are formed are open pores.

The lack of appreciable density change for Lot 229 is
due to the low deformations in this material.

Hardness measurements on carbon and graphite are

difficult to make because of the resiliency in these mate-

rials. One method which has been widely used involves

the spraying of a thin layer of paint or plastic on the

surface and relating hardness to the imprint left in the
coated surface. This method has the disadvantage that

the coating is often too thick, irregular, and leads to

erroneous values. In the present method, a thin film of

silver approximately 1000 A thick was flash-coated in a

vacuum onto the glassy carbon surface. This method was

found to give better reproducibility than the painted
surface method.

The Knoop microhardness data (Table 3) show that

both lots of glassy carbon become softer with deforma-

tion, reaching a limiting hardness number of approxi-

mately 114. A decrease in hardness in graphite has been

associated with graphitization. Glassy carbon, as indi-

cated by the unit cell dimension, does not graphitize.

Franklin (Ref. 11) has reported that carbons showing
a limiting unit cell height (Co) of approximately 6.88 A

are nongraphitie and contain appreciable crosslinking.

Table 2. Tensile properties of glassy carbon Lot 228,

heat-treated at 3000°C for 1 hr prior to testing

Test Ultimate Recorded

temperature, strength, elongations, _

°C psi %

2500 11,400 0.5

2500 17,400 4. !

2700 20,200 4.7

2900 16,900 8.7

aCorrected for deformation in the filleted regions. Strain rate 2 X 10 -4 in./in./sec.

Table 3. Structural properties of glassy carbon

Knoop

micro- Co, a0,
Treatment

hardness A A

(100 g)

As received

Heated to 3000°C

13.5% strain at 2200°C

23.5% strain at 2700°C

33.6% strain at 2700°C

23.6% strain at 2900°C

As received

1.1% strain at 2200°C

2.2% strain at 2500"C

5.5% strain at 2700°C

4.8% strain at 29000C

Density, g/cm s

Bulk I True*

Lot 228

1.50 1.68

1.50 1.66

!.41 1.71

1.28 1.76

1.29 1.82

1.37 1.74

Lot 229

1.50 1.68

1.54 1.65

! .46 1.66

1.44 1.66

1.44 1.65

aMeasured by kerosene displacement.

192 7.00 2.43

127 6.87 2.44

145 6.91 2.44

117 6.90 2.44

114 6.84 2.43

112 6.87 2.44

127 6.86 2.45

-- 6.86 2.45

119 6.87 2.45

116 6.86 2.44

115 6.87 2.45

The change in hardness with heat-treating and deforma-

tion of glassy carbon may in some way be associated with

the extent of crosslinking.

2. Pyrolytic Graphite

To the writer's knowledge, no report heretofore has

been made of any maximum in the strength of pyrolytic

graphite as a function of temperature. Tensile tests are

reported to have been made at temperatures as high as

3056°C (Ref. 13) without showing any dropoff in strength

with temperature. Recent improvements in the graphite

tensile testing apparatus has made it possible to extend

the test temperature from a previous maximum of 2760

to 2900°C. Preliminary tensile tests on pyrolytic graphite

made at temperatures up to and including 2900°C indi-

cate that the strength parallel to the substrate definitely

decreases at temperatures above 2700°C.
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D. Properties of Tungsten at
High Temperatures

J. L. Taylor

Study of the high temperature tensile behavior of

tungsten (Refs. 13, 14) has continued.

The effect of grain size and impurity level on the ten-

sile strength and ductility of powder-metallurgy tungsten

was determined by comparing recrystallized coarse- and

fine-grained undoped tungsten and recrystallized fine-

grained doped tungsten. Tests were conducted in vacuum
at a strain rate of 0.02/min from 2500 to 5000°F. Both

fine-grained materials, about the same strength, were

stronger than the coarse-grained. Ductility for the doped

fine-grained tungsten (higher impurity level) was lower

than for the undoped fine-grained tungsten in which

stress-induced grain growth occurred more readily. Stress-

induced grain growth correlates in a general way with

ductility measured by either reduction in area or elonga-

tion. High and low values of stress-induced grain growth

are associated with high and low values of ductility,

respectively. In the intermediate temperature region be-

tween approximately 50 and 65% of the absolute melting

point where a ductility minimum occurs, grain boundary

sliding and its effects, void nucleation and growth, and

intercrystalline fracture appear to predominate to lower

ductility in both fine-grained materials. A detailed dis-
cussion of this recently completed work appears in Ref. 15.
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Vl. Applied Mechanics

A. Thermochemistry and Normal
Shock Program

T. Horton

Current studies of the feasibility of planetary entry at

high velocities have created a need for rapid solution

techniques of aerothermodynamic problems involving the

high-temperature properties of gas mixtures. Although

most problems in the field of aerothermodynamics are

characterized by large pressure, chemical composition,

and temperature gradients (and thus by nonequilibrium

phenomena), there are many processes of interest for

which either the gradients disappear or the reaction rates
are sufficiently fast to justify the assumption of chemical

equilibrium. The thermodynamic properties and chemi-

cal composition of multicomponent, high-temperature,

real gas mixtures which satisfy the conditions of chemical

equilibrium, have been used in investigating normal

shock, hypersonic flow field, communication-blackout,
convective heat transfer, and radiative heat transfer

problems.

Several numerical techniques have been adapted to

the high-speed digital computer for the calculation of

chemical equilibrium composition properties of gas mix-

tures. A survey of these techniques is given in Ref. 1.

From the aerothermodynamic point of view one of the

most important, yet simplest, applications of the chemical

equilibrium calculation is the normal shock problem.

In the past, for air calculations, the procedure has been

to generate thermodynamic data and use it for a sepa-

rate calculation of normal shock parameters. However,

because of the diversity of gas mixtures proposed for

planetary atmospheres, and the need for data both in

shock tube experimentation and free-flight entry calcu-

lations, a completely mechanized normal shock and

chemical equilibrium scheme was required.

The JPL Normal Shock and Chemical Equilibrium

Program is such a scheme which is programmed in

Fortran for use on the IBM 7090 computer. The program

is capable of calculating chemical equilibrium proper-

ties associated with traveling, standing, and reflected nor-
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mal shocks with the initial gas mixture, temperature, and

pressure easily varied. The program can also be used

to generate Mollier thermodynamic data and chemical

composition at selected temperatures and densities. The

program can handle mixtures of gases in which both

dissociation and ionization are important in the tempera-
ture range of 2000 to 20,000°K. The constituents of the

gaseous mixtures are limited to the 36 species (Table 1),

for which molal free energy and molal enthalpy (Ref. 2)

are tabulated in the program library. (The range of tem-

perature and number of chemical species are limits of

the available library data and not the program.)

The chemical composition which satisfies the criterion

of chemical equilibrium is obtained by solving the familiar

mass balance and mass action equations using a Newton-

Table 1. Chemical species listed in the program library

No. Formula Molecular Heat of formation,
weight kcal/mole

I

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

CN

NO +

CO

NO

NO2

NzO

COz

N_

O_

C+++

C ++

C +

C-

CO +

C_N_

C2

C3

N+++

N ++

N ÷

N2 +

O +++

O ++

O +

O-

02-

02 +

03

A+++

A ++

A +

C

N

O

e

A

26.Oi9

30.008

28.011

30.008

46.008

44.O16

44.011

28.016

32.000

12.0094

12.0099

12.0105

12.0115

28.011

52.038

24.022

36.003

14.0064

14.0069

14.0075

28.O16

15.9984

15.9989

15.9995

16.00055

32.000

32.000

48.000

39.9423

39.9428

JY.Y4_4

12.0110

14.008

16.000

0.000549

39.944

109.0

234.8

--27.202

21.477

8.766

20.309

--93.9643

0

0

2095.69

991.689

429.537

141.0

295.977

73.4

196.3

188.0

2224.25

1130.22

447.564

359.306

2449.47

1182.60

372.942

25.1935

--23.00

277.918

34.639

1943.49

1000.28

JOJ.J4O

169.99

112.507

58.9725

0

0

Raphson procedure similar to that of Ref. 3. This numeri-

cal procedure for obtaining chemical composition is

incorporated into the equilibrium block of the program,

as shown in Fig. 1, so that it can be used to supply
Mollier and chemical composition data or be used in

an iteration loop to obtain normal shock solutions. As

programmed, this procedure requires less than 2 sec to

yield solution concentrations for a mixture containing
36 constituents.

Two normal shock options are available. One option,
the moving normal shock case, yields the velocities, ther-

modynamic properties, and equilibrium chemical compo-
sition behind the normal portion of the bow shock of a

high velocity body. The other option, the combination

normal shock case, supplies the velocities and thermo-

dynamic properties associated with both the normal por-

tion of the standing bow wave of a test model mounted
in a shock tube, and the reflection of a shock from a

plane surface, such as the end wall of a shock tube.

The results of the standing and reflected shock calcu-

lation are useful in interpreting convective heating and

thermal radiation experiments performed in a shock tube.

I READ LIBRARY DATA I

__4__

=[ READ CASE DATA ]

EQUILIBRIUM BLOCK

MASS ACTIONSOLVEEQUATIONS

p_R_FN_T I ANDIMASS BALANCE EQUATIONS
TRY NEW IL

L ITEMPERATURE
L AND DENS TY J

I MOLLI ER DATA I [COMBINATION CASE1 _
.AND CHEMICAL_ ==_i _l AFTER MOVING
7 COMPOSITION l'_r.v_=/"'1"1 NORMAL SHOCK

| CASE [ "-_/'/'/'/'/'/'/'/_/ [ SOLUTION

l MOVING NORMAL SHOCK_CASE_ I I
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COMBINATION YES
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---_ TDRYAs iNfW _ 'SsEQUATION _ I
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._._PR tNT I

Fig. 1. Flow diagram of the thermochemistry

and normal shock program
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B. Thermal Scale Modeling:
Arthur D. Little Contract

J. M. F. Vickers

The third phase of the work carried out by Arthur

D. Little, Inc., of Cambridge, Massachusetts, under Con-

tract No. 950252, to demonstrate the feasibility of thermal

scale modeling in steady state, has now been completed.

This phase completes Contract No. 950252.

The Phase III tests were performed in three steps,

using: (1) the full- and half-scale models of Phase II

(Ref. 4), under modified input power conditions; (2) the

Phase II models after physical modification; and (3) a

new model (Ref. 5), built at half scale from Armco Iron,

the prototype material, in order to check the materials

preservation technique discussed in Ref. 6.

The first tests carried out in Phase III used the proto-

type and half-scale models of Phase II, but with a power

distribution designed to produce large thermal gradients

within the model. These tests have been designated the

"forced gradient" tests. The same total power input was

used as for the full power in Phase II, that is about 165 w

into the prototype. In Phase III, however, no power was

supplied to Box A (originally the box carrying approxi-

mately two-thirds of the total power input to the model),

while the power was divided between the other two

boxes so that the power into Box B was twice that into

Box C. Since Box A was totally black, while Boxes B

and C were gold-plated and only partially black, this

meant that a considerable thermal gradient was devel-

oped within the model; the temperature difference be-
tween the closest thermocouples on the faces of Boxes A

and B was approximately 65°C.

The second tests carried out in Phase III were made

after the prototype and half-scale models of Phase II

were modified. The modification consisted of milling out

,nnrnxh_ol,, 7._Z of _h,_ material forming _h,_ twelve
tabs which were used to connect the three boxes of each

model to the frame members. These tabs were simulating

a relatively high joint conductance between boxes in
Phase II, and this was reduced to about one quarter of

its previous value for Phase III. Since the paint pattern

on the models was designed for approximately isothermal

conditions, the tests were carried out using the forced

gradient power distributions, so that the effect of de-

creased joint conductance on modeling could be ex-

amined. The net effect on the junctions between the
boxes was to decrease the conductive heat flow between

boxes by about 25_, as shown by a decrease in tempera-

ture drop across the frame, and to increase the tem-

perature drop across the tabs themselves by about a
factor of two.

The third tests carried out in Phase III were on a new

model, Model 4, which was built at approximately one-

half scale of the same materials as the prototype. This

provided a check on the materials preservation technique

proposed in Ref. 6. With this technique, the model oper-

ates at a temperature considerably above that of the

prototype, the absolute temperature at any point in the

model being equal to that of its homologous point in

the prototype multiplied by the inverse of the scaling

ratio to the one-third power. In this case, for the exact

scale used (determined in Phase II by the ratios of the
thermal conductivities of Armco Iron and SAE 4130),

which was 1/1.78, the absolute temperature of the model

was 1.212 times the absolute temperature of the proto-

type. The total power input to the model was 0.68 times

the total full power input to the prototype, since the

model laws state that the power into the model should

be equal to the power into the prototype times the scaling

ratio to the two-thirds power. For comparison, the model

temperatures were reduced to those which the model

predicted for the prototype; these predictions were then

compared with the results obtained with the prototype

during Phase II using the full-load power distribution.

These results from Phase III and the relevant results

from Phase II (Ref. 5) are shown in Table 2.

Several important points should be noted here. First,

for all three tests in Phase III it was possible to obtain

satisfactory results with thermal modeling. The average
error, and the errors in the maximum error regions and

minimum error regions, are all higher than for Phase II,

but the increase is not great considering the increased

gradients experienced in this phase. Under forced gradi-
ent conditions the maximum-to-minimum temperature for

a given model was 100°C, which is considerably greater

than the range encountered in the bus portion of present

spacecraft. Second, the test using the materials preserva-

tion technique experienced difficulties with the model

running too cold, by about 4.8°C on the average. A sub-

sequent error analysis by the contractor accounts for

3.6°C, approximately, from systematic sources, while ran-
dom variations in surface emittanees could account for

a further 1.5°C, so that it is considered that this tech-

nique is actually better than the results in Table 2 indi-

cate. It should, however, be pointed out that theoretically

the materials preservation technique is a good one at
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Table 2. Half-scale results, Phases II and III

Average total error, °C

Total error,%

Maximum error area

(16 thermocouples)

Average error, oC

Error, %

Minimum error area

(32 thermocouples)

Average error, oC

Error, %

Full load

0.9

0.31

!.8

0.58

0.5

0.17

Twice

full load

2.4

0.67

4.7

1.28

1.3

0.37

Three

dimensional

i.7

0.55

3.1

1.03

0.9

0.31

Forced

gradient

3.3

1.02

6.7

2.1

1.5

0.48

Reduced tab

conductance

3.5

1.09

7.3

2.2

Materials

preservation

4.4

1.39

4.7

1.6

1.6 4.0

0.49 1.32

half scale, but runs into considerable difficulties at smaller

scales, as indicated in Ref. 6. Third, the so-called maxi-

mum error area, consisting of the sixteen thermocouples

in the vicinity of the comer where the two gold-plated

portions of Boxes B and C meet, gives very much worse

results under forced gradient conditions, which is to be

expected, since the error is due to the thermal conduc-

tivity of the plating (Ref. 5). The increased conductance
heat flow in these models, where the over-all thermal

conductivity is incorrectly scaled, would be expected to

lead to increased errors. Fourth, in the materials preser-

vation technique model, where the same thickness of

plating was used on Armco Iron, a considerably more

conductive material than SAE 4130, the so-called maxi-
mum error area is a misnomer. The difference in be-

havior between this area and the thermocouples in the

rest of the model is not significant, since this model is far

less affected by the thermal conductivity of the plating.

In summary, this contract demonstrated that it was

possible to model successfully, at one-half scale, a single

material prototype under vacuum and cold-wall condi-

tions, (1) for two-dimensional flow at various power set-

tings and power distributions; (2) for two different values

of simulated joint conductance; and (3) for 3-dimensional

flow, using both the temperature preservation and the

materials preservation techniques. It has been possible

to account for most of the discrepancies that occurred

in the experiments by systematic error analyses.

Tests will also be carried out, in-house, on the models

developed in Contract No. 950252, using solar simula-

tion. A new contract, No. 950789, has now been initiated

with Arthur D. Little, Inc., to build and test, at steady

state and with solar simulation, a one-half scale model

of the Mariner C Temperature Control Model.

C. Development of Radio Fre-
quency Transparent Energy

Absorbing Structural
Elements

R. K. McFarland

The first phase of a contract effort with the General

Electric Company to develop fiberglass-reinforced plastic

honeycomb energy-absorbing elements has been com-

pleted. The objective of this phase was to develop and

test honeycomb elements which have a capability to

develop high specific energy values with low electric

attenuation in the S-band radio-frequency range.

Preliminary tests indicated that phenolic or polyester

honeycomb possessed the ability to develop a controlled

and repeatable mode of collapse when subjected to an

axial loading, thus denoting a potential for use as energy

absorbing elements.

A number of test specimens were fabricated using

phenolic and polyester resins, with various fiberglass cloth

types and layups, and in various cell sizes and resin con-

tents. The purpose being to determine the variables which
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affect the energy-absorbing characteristics of the plastic 2o

honeycomb elements. Axial statie and dynamic tests were

performed on the specimens, along with a determination

of radio-frequency attenuation through the specimen. _e

Test results indicated that the phenolic honeycomb

possessed the greatest energy-absorbing capability. It is

of primary interest to note that the fiberglass reinforce-

ment type or layup had little or no effect on the energy-

absorbing capabilities, and that the resin type, resin

content and cell size are the primary variables.

Referring to Fig. 2, the relation between specific energy

and unit weight is shown for plastic honeycomb with

different cell sizes, for phenolic and polyester resins.

Tests are presently being conducted to determine the

upper limit on these curves. Results tend to indicate that

the plastic honeycomb elements, when optimized, will

be able to absorb approximately 20,000 to 22,000 ft-lb

of energy per pound of honeycomb.

Efforts are presently being initiated to develop tech-

niques for forming the plastic honeycomb in singly or

doubly curved arrays, for possible application to antici-

pated planetary capsule landing systems. In addition,

tests are being performed to determine the effect on

nonaxial loading on plastic honeycomb elements.
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ENGINEERING FACILITIES DIVISION

VII. Technical Facilities

A. An Intense Magnetic Field
Facility

R. Rust

A high magnetic field facility is nearing completion

at JPL. This project was initiated by the Physics Section

of the Space Science Division. Engineering responsibility

for the magnet design, fabrication, and subsequent lab-

oratory completion was vested with the Technical Facility

Engineering Group. This report gives descriptive infor-

mation summarizing major systems design considerations

and recent progress toward making the facility oper-
ational.

The first and most important item in a magnet labora-

tory for investigation of superconducting materials is

the choice of a stable power supply. Magnets producing

field strengths of 100,000 gauss cannot contain any fer-

ritic types of materials. In order to produce continuous

fields near the above strength one must use about 2 Mw

of DC power (Fig. 1). Considerations of the design

of continuously operating magnets having such field

strength indicate that input power should be available
in the form of heavy currents at low voltage, so the

resistance of the magnet must be low. Preferable total
magnet resistance is of the order of 220/zfz, as this mini-

mizes the temperature requirements placed on the elec-

trical insulation spacers between the coil turns.
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For this installation a new unipolar motor generator 
set developing 2.4 Mw is used. The high-frequency volt- 
age ripple stability is constant to one part in lo5. The 
test room containing the magnet is visible for communi- 
cation from the control panel of the motor generator 
set, since it is not in the same room. The magnet is kept 
as near to the generator as possible to minimize the 
amount of copper required for electrical busses to carry 
approximately 95,000 amp at 21 v, during operation. 

An existing closed loop system using clean (distilled) 
water is used. The complete system contains the magnet, 
a cooling tower, pumps, and a heat exchanger. The cost 
of water pumps was saved by proper choice of the lab- 
oratory site in the vicinity of the wind tunnel facilities. 
Water pressure gages and an orifice flowmeter are 
mounted near the instrument control panel where the 
operator has them under observation at all times. 

Since the noise level of this machinery is excessive, 
the generator was fully enclosed in a separate room. An 

appreciable magnetic field due to magnet and bus bars 
will penetrate nearby buildings about 30 ft in depth. 
This stray field will amount to several hundred gauss 
just outside the magnet, and one must be careful to 
remove any iron which might be attracted to the magnet. 
Attraction forces are very large when one moves inside 
the air core of the magnet. It is generally assumed that 
exterior magnetic fields have no biological effect on the 
occupants of the laboratory. 

I .  The Power Supply 
The central item in the power supply is the unipolar 

motor generator set (Fig. 2). The direct current generator 
nominally puts out 1800 kw. It has a novel liquid metal 
(Nak) current collection system replacing conventional 
dc generator brushes. The Nak reduces internal energy 
dissipation so that power output can be increased from 
1.8 to about 2.4 Mw. A 2500-hp induction motor oper- 
ating with 140% load factor on three-phase current, at 
4160 v, is capable of delivering about 3500 hp continu- 

Fig. 2. Motor generator set power supply 



JPL SPACE PROGRAMS SUMMARY, NO. 37-27, VOL. IV 

Average magnet 300 gal/min, 
temperature, OC O C  

ously. The motor turns at 1800 rpm and is physically 
attached to the unipolar generator via a 1:4 speed in- 
crease gear box all attached to a common bedplate. Elec- 
trical controls are interlocked with such necessary items 
as water flow to the magnet and magnet-bus, Nak flow 
and temperature in the generator, over-temperature, lube- 
oil flow and temperature, to bearings. 

600 gal/min, 
OC 

2. The Water Supply 

Distilled water is pumped through the magnet and 
the heat exchanger at a rate of about 430 gal/min. The 
capacity of the cooling circuit is of sufficient size to keep 
the maximum distilled water temperature between 100 
and 120°F, depending on initial water temperature. This 
will be sufficient to keep the maximum temperature of 
the copper in the magnet to within a few degrees of the 
boiling point of the water. 

In order to keep the magnet near any particular aver- 
age bulk temperature the following volume flow rates 
are required for water having the temperature diff eren- 
tials stated below. 

25 (77OF) 
50 (122OF) 
75 (167OF) 

26 
21 
18 

15 
12 
10 

The water contains from 500 to 1500 ppm sodium 
nitrite for corrosion control. The low voltage magnet 
system can tolerate such contaminants without very great 
electrical losses as follows: 

Resistivity, 
ohm-cm 

Water sample 

7 City water I 238 
550 ppm sodium 

nitrite 

I 200 
1400 ppm sodium 

iiiirite I 

Power 
loss, kw 

0.036 
0.179 

3.02 

3.46 

Power 
loss, x 
0.0024 
0.012 

0.20 

0.24 

The magnet is designed so that a pump must maintain 
a pressure of about 120 psi in order to circulate the 
required amount of water. The distilled water circuit 

and cooling tower circuit contain pressure switches which 
cut the excitation for the armature circuit of the DC gen- 
erator, when the water pressure falls below 100 psi. 

3. The Magnet Solenoid 

The magnet is intended to give high magnetic field 
strengths for continuous operation over indefinite periods. 
The magnet (Fig. 3) is mounted with its axis vertical. The 
central tube for the magnet is 2-in. ID. 

Since the map-et has to dissipate 2.0 Mw, the coil is 
about 17-in. OD and provision must be made for internal 
cooling. This is done by forcing water radially through 
0.025-in.-high spaces between successive turns of the 
coil. These passages are maintained by spacers in such 
numbers as to allow removal of heat generated in their 
immediate vicinity at the rate of about 200 w/cm2 of 
cooling surface. Thus, the temperature at the inner por- 
tion of the magnet can be held below the boiling point 
of water. The flow of water is turbulent. The Reynolds 
number is a million, hence well above its critical value. 
The resistance of the magnet is about 200 ~ L R ,  and the 
field constant is just over 1 gauss/amp. 

Each of the copper turns of the magnet is 0.318-in. 
thick and forms a continuous solenoid of 27.2 turns. The 
solenoid and electrical insulation spacers are held to- 
gether simply by mechanical pressure. Only the end turns 
of the solenoid are backfilled with copper sheet and 
attached to heavier copper plates which are bolted to 
the bus. Micarta gaskets keep the coil from touching the 

ASSEMBLY B W  

I 

Fig. 3. Solenoid and bottom bus 
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inner tube, or the outer case, and allow water to circu-

late over the surfaces of the coil. Holes 0.75-in. in diam-

eter penetrate the coil near its outer edge. Micarta tubes

in these bolt holes prevent the turns of the coil from

moving or touching each other. These tubes have holes
machined in cross-section to allow water to circulate and

prevent local burning. The present design for an average

heating rate of only 200 w/cm 2 is quite safe from the

conditions for forming a steam layer at the cooling inter-

faces. The surface heating rate at the inner radius posi-

tion of the solenoid is calculated to be about 1,200 w/cm 2.

This is about one-fourth of the heating rate for forming
steam layers. Other magnets could be designed with

much less cooling surface if one were willing to go to

higher operating temperatures. An upper limit heating
rate of about 5,000 w/cm z might be obtainable before

steam layer formation would cause the magnet to

blow up.

The design parameters for the solenoid are as follows:

Current I -- 95,000 amp

Power W = 2.0 )< 106 w

Inside radius r_ -- 1.25 in.

Outside radius r_ -- 8.5 in.

Tum thickness (t + tz) = 0.343 in.

Voltage V -- 21 v

Resistivity = 2.0 )< 10- 6ohm cm

At 60°C p -- 7.85 X 10 -7 ohm in.

Coil length L = 10 in.

Plate thickness t = 0.318 in.

Water channel tl -- 0.025 in.

Parameter a = rz/rl = 8.5/1.25 = 6.8

Parameter/3 = L/2rx = 10/2 (1.25) =4.0

Turns N ----[L -- 2 (t -4- tl)]/(t -4- tl) = 27.2

Space factor )t = t/(t + t_) = 0.318/0.343 -- 0.925

Eq. (1)

Eq. (2)

Eq. (3)

Eq. (4)

Current density (1_) at inner radius position, with (r_)
given in centimeters.

11 -- (4rrfl In a)-_ (W/pxr_) _ -- 18,000 amp/cm z Eq. (5)

The total effective magnet resistance R1.

R1 = 2_ o [L - 2 (t + t_)]/t (t + tx) In (r2/ra) = 219 tLo

Eq. (6)

First axial field strength equation (H) with (ra) given in
centimeters.

H = G (WX/pr_)_ = 101,000 gauss Eq. (7)

Dimensionless Fabry factor G used with Eq. (7).

G=(-_)'(flln_)-_ln{a'[fl--+-(1-+-flz)'_])"=0.196fl+(az+f12)_ '

Eq. (8)

Second axial field strength equation (H) with coil height
(L) in centimeters.

H = 4rrN I R/IO L = 102,000 gauss Eq. (9)

Dimensionless shape factor R used with Eq. 9.

1 + [1 + (2rz/L)2]_, = 0.802R = 1 - (log r,_/rl)-l log _ + [1 + (2rl/L)_]_J

Eq. (10)

Solenoid axial compression force (Fx) at the inner

radius (r_).

FI _-- 2 X i0-9 [________/]zj°ules r 10r dyne cmlc--ft-L J

E 2"25 X 10-61b]dyne

F1 = 2 X 10 -_ [ ._ (27.2) (1.25) (95,000 amP)l-°(10) 3

(lOq (2.25× 10-o)-- 46,30olb

Eq. (11)

This 23-ton axial compression must be supported by the

dielectric spacers placed radially throughout the coil

30 deg apart. These spacers are made of silieone-fiberglas.
They are _ in. wide at the inner radius, 0.50 in. wide

at the outer radius, and 0.025 in. thick. No deformation

of the spacers was observed.

Solenoid radial stress (F_) at the inner radius (rl).

F2 = (14.7)< 10 -6) (H gauss)Z/8rr = 5,850 lb/in. 2

Eq. (12)

No permanent set was observed for the copper coil near

the spacers for either of these two stresses just computed.
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4. Cryogenic Magnet Dewur 

A commercial cryogenic Dewar was modified for use 
with the electromagnet. This Dewar has a nitrogen- 
cooled shield enclosing a helium container. The exterior 
of the tail section of the Dewar forms the wall of the 
air core magnet as shown by Fig. 4. The entire Dewar 
is removable by unseating an O-ring gasket water seal, 
on the tail section of the Dewar and removing the cover- 
plate bolts at the top of the magnet. 

The cryogenically cooled magnet test section shown 
in Fig. 4 is 14 in. long and has an inside diameter of 
1.5 in. reaching to the center of the magnet. The helium 
container has a radiation shield cooled by 4.7 1 of liquid 
nitrogen. A vacuum pump is mounted on the roof of 
the laboratory and will be used to supercool the helium 
volume so that experiments can be carried out below 
4 O K .  This vacuum pump will be operated continuously 
during such tests. The helium-filled tail section mentioned 
above is supplied with 2.25 1 of liquid stored in the 
upper portion of the container. The Dewar forms an 
integral part of the magnet and can be used to simul- 

taneously test materials under intense magnetic fields 
and cryogenic temperatures. 

5. Mugnet Fucility Use Progrurn 

This facility will be used first for low temperature 
research. Specifically, the current density versus magnetic 
field will be measured for superconductors in the vicinity 
of 100 kilogauss. 

The availability of a 100 kilogauss field of fairly large 
test volume suggests a number of experiments in the 
demagnetization region for calorimetry, superconduc- 
tivity, etc. Such a high field also offers an opportunity 
for measurements of time resolved nuclear magnetic 
resonance. 

The facility could be used for cyclotron resonance 
investigations of new materials. Fundamental informa- 
tion about basic electronic properties can be obtained 
which would not be possible at lower magnetic field 
strengths. Experiments in solid-state physics with inter- 
metallic compounds of the Types 111-V, and 11-VI hold 
promise in high magnetic fields. 

Fig. 4. Dewar, magnet and electric bus assembly 
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PROPULSION DIVISION

VIII. Solid Propellant Engineering

Ao Low-Pressure Combustion
Studies

L. D. Strand

1. Influence of Aluminum Coarseness on

Low-Pressure Unstable Combustion

Two modified versions of JPL-540 propellant are being

used in the transparent motor studies of low-pressure

unstable combustion. In the JPL-540 Modified 1 propel-

lant, aluminum of 31-/_ average particle diameter has

been substituted for the 16% of 7-_ aluminum additive

in the regular propellant formulation. JPL-540 Modified

2 propellant contains aluminum of approximately 15- to

17-_ average particle size. Vacuum system test firings at

an initial propellant temperature of 80°F have been con-

ducted with these propellants in standard 3-in.-D test

motors. By comparing test results with similar unmodi-
fied JPL-540 test firing data, an attempt has been made

to determine any changes in low-pressure unstable com-

bustion characteristics resulting from the change in alu-

minum particle size. The following is a brief summary

of the findings.

Figs. 1 and 2 are K,-Pc log-log plots for the two modi-

fied propellants, obtained from the 3-in.-D motor firing

data. For comparison, the unmodified propellant K,-Pc

plot is shown as a dashed line. The curves for the modi-

fied propellants are nearly identical, and as will be seen,
the unstable combustion characteristics also seem to be

approximately the same.

Fig. 3 shows a log-log plot of the motor L* values

plotted versus the mean chamber pressures at the time

of the combustion extinction for the three propellants.

The L* value after extinction of combustion has previ-

ously been shown to be a correlating parameter for low-

pressure combustion extinction (Ref. 1). The data points

for the two modified propellants appear to fall on the

same correlation curve, within experimental scatter. The

curve has a smaller negative slope than that for JPL-540

propellant and lies in a lower pressure region. A log-log

plot of the pressure oscillation frequency prior to com-

bustion extinction versus the mean chamber pressure at

combustion extinction for the three propellants is shown

in Fig. 4. Again the data points for the two modified

propellants appear to fall on a straight line of smaller
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Fig. 1. Log-log plot of K. versus Pc for JPL-540

Modified 1 propellant
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Fig. 2. Log-log plot of K. versus Pc for JPL-540

Modified 2 propellant

slope and in a lower pressure region than the curve for

JPL-540. The K,-Pc graphs predict a slight change in the

slope of the modified propellant curve in Fig. 3 and pos-

sibly also in Fig. 4 (change in burning rate pressure

600

40O

20O

I00

6C

4C

2C

TO = 80* F

\

o!

O,

I REE I

<>

ALUMINUM PARTICLE

PROPELLANT SIZE, _.

0 JPL- 540 ?

0 JPL-540 MODIFIED I 31

FI JPL-540MODIFIED 2 15-17

tC
I0 20 40 60 IO0

Poe psio

Fig. 3. Log-log plot of L* versus mean chamber pressure
at combustion extinction

exponent) at a pressure of approximately 54 psia. Not

enough data points are available in the higher pressure

region to substantiate any such changes in slope and

therefore none are shown in the figures.

The shifts in the modified propellant curves are in the

direction of similar curves for more rapid burning pro-

pellants of low aluminum composition, and this is felt

to be a possible explanation o£ the test results. Due to

the incomplete low-pressure combustion of the coarser

aluminum in the modified propellants, the propellants'

burning characteristics approach those of a non-

aluminized propellant. As a check on this postulation,

small motor firings are being planned with these three
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Fig. 4. Log-log plot of pressure oscillation frequency
versus mean chamber pressure at combustion

extinction

propellants to determine the c* e_ciencies at low oper-
ating pressures.

2. Pressure Oscillation Amplitudes of Low-

Frequency Combustion Instability

As was reported in Ref. 2, in a majority of the experi-

mental test firings Mat have and are being conducted in

the investigation of low-pressure combustion the propel-

lant charges are regressive in burning nature. These

charges ignite in the stable operating pressure region,

burn regressively with decreasing pressure into the un-

stable pressure region, and ultimately cease burning. In

a majon_ of test firings, low-frequency, low-amp_tude

oscillations in pressure occur prior to extinction of com-
bustion. The oscillation amplitudes will at first increase
1" _J
,lnea**y at a slow- rate WI[II"_ 1 • • 1enamoeruecreaslng pressure.
With continuing pressure decrease the pressure oscilla-

tion amplitudes begin to grow at an increasing rate of
increase and continue to do so until combustion extinc-

tion occurs. The base pressures and oscillation ampli-

tudes were measured from oscillograph records at several

points over the time span of linear amplitude increase for

a number of test firings. The purpose was to see if any
relationship between the oscillation amplitudes and base

pressures existed over the range of base pressures meas-

ure. Figs. 5, 6, and 7 are graphs of the oscillation

oI 2 ALUMN MDIRECTION OF

BURNING
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7-/J. AVERAGE ALUMINUM
PARTICLE SIZE

I
RUN NO.
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Fig. 5. Amplitude of pressure oscillations versus mean

chamber pressure, JPL-534 propellant
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Fig. 6. Amplitude of pressure oscillations versus mean
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Fig. 7. Amplitude of pressure oscillations versus mean

chamber pressure, JPL-540 Modified 1 propellant
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amplitudes (5P) plotted versus the mean chamber pres-

sures for several test firings of JPL-534, JPL-540, and

JPL-540 Modified 1 propellants, respectively. Over the

narrow span of base pressures measured, the range of

oscillation amplitudes for the test runs seems to be inde-

pendent of base pressure for the three propellants. The

linear rate of increase in amplitude with decreasing

mean pressure seems to vary randomly among the test

firings. The conclusion drawn is that the amplitudes of

low-frequency combustion instability do not appear to

be an inherent property of the propellant and its pres-

sure of combustion, as is the oscillation frequency.

B. Silicone Propellant Development
for Heat Sterilization

L. C.Montgomery

In consonance with the requirements for a heat steri-

lizable propulsion unit, JPL has undertaken the develop-

ment of a propellant using high temperature silicone
resins.

Resins were selected from those now commercially

available. Physical tests of the resins were made and a

candidate resin for a propellant system was selected.

Ammonium perchlorate (AP) was selected as the oxidizer.

With extreme safety precautions small laboratory sam-

ples of the binder and oxidizer were mixed by hand.

Impact tests were run on these crudely mixed samples.

These tests indicated a sensitivity of the propellant to

the impact of a 2-kg steel ball when dropped from a

minimum height of 27.9 cm onto the 1/_2-in. thick pro-

pellant sample located on a steel base. This sensitivity
did not indicate any greater safety hazard than other

ammonium perchlorate propellants.

It was then acceptable to mix the propellant in the

small sigma mixer. From 1000-g batches made in the

sigma mixer other tests of impact sensitivity, burning

rate, and physical test specimens were made. Tests of

these specimens indicated a lesser impact sensitivity

(30.5 cm for the ball drop). The burning rate tests were

run at 80°F and on propellants containing 70% and

80% oxidizer. The burning rates of the 70% mixture

were 0.28 in./sec at 250 psig, 0.38 in./sec at 500 psig,

and 0.59 in./sec at 1000 psig. The burning rates of the

80% mixture measured 0.46 in./see at 250 psig, 0.61 in./

sec at 500 psig, and 0.90 in./sec at 1000 psig. Density of

the propellant was not measured for the 70% oxidizer

propellant, but it has averaged about 0.0597 for the 80%

batches. Typical data from the small sigma mixer batches

is given in Table 1. It should be noted that sterilization

treatment does cause a slight increase in tensile strength

with associated reduction in elongation. The density is

not measurably changed by the sterilization treatment.

Before charges were made for rocket motors an inves-

tigation was made of liner materials for case bonding the

silieone/AP propellant. No material was found to which

the propellant would bond, with or without the recom-

mended primers. However, it was found that RTV 11, a

General Electric Corporation product, would adhere to

the cured propellant and to most other surfaces and

would maintain a high tensile strength and high elonga-

tion even under sterilization temperature cycling.

15- and 30-lb batches of the silicone/AP propellant

have been made in the 5-gal Planetex mixer. Initially,

dummy batches were made to checkout the mixing pro-
cedures. From the first live batch of propellant two

cartridge charges were made by casting into 41&-in.-ID

teflon-coated sleeves with a tapered 2-in.-D mandrel for

the center perforation. After curing these charges at

250°F for 2 hr (other samples used this same cure tem-

perature), they were trimmed to a 5-in. length and pre-

pared for static test. One charge was inhibited on both
ends and outer surface with the silicone binder and then

wrapped with glass tape around the outer cylindrical sur-

face. The charge was then secured in the chamber by

clamps and static tested. The second charge was potted
in the chamber with RTV-11. Both static tests were suc-

cessful and gave a higher performance than was expected.

The charges gave an average C* (calculated from head

end pressures) of 4652 ft/sec and 4625 ft/sec, respec-

tively. Data from the physical specimens from this batch
indicate the propellant to have the same physical char-
acteristics as that made in the smaller batches.

Two 30-1b batches of the silicone/AP propellant have

been made and from each of these batches four propel-

lant charges were cast. These charges are to be used to
evaluate the effect of the three sterilization cycles on

integrity of the charge and/or motor performance.

After a minimal evaluation program of this propellant
in a rocket motor under sterilization conditions, its devel-

opment will be carried along only as necessary as a

backup program for sterilizable propulsion systems for

Mars landing missions.
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Table 1. Data from tests of the small sigma mixer batches

Batch Oxidizer, Sterilization Density, Tensile strength, Elongation,

number % treatment Ib/in. 3 Ib/in? %

S-2176 70 None --

5-2180

S-2183

5-2184

5-2185

80

80

80

80

None

300 -I-8°F for

36 hr left in

mold

None

300 -I-8°F for

36 hr;

removed from

mold; wrapped

in aluminum foil

0.05984

0.05968

0.05971

0.05997

0.05985

0.05971

0.05977

0.05950

0.05980

0.05970

0.05957

0.05980

111.6

123.3

116.8

118.4

87.1

87.3

87.2

84.7

89.6

87.8

90.1

89.4

88.8

89.5

88.6

84.1

79.6

78.7

81.6

75.3

81.3

84.4

90.5

86.7

91.0

88.8

87.2

87.7

68.2

73.6

73.9

73.6

69.6

70.3

64.0

66.5

69.0

68.1

60.7

58.8

57.5

57.4

58.0

53.1

75.5

74.6

79.0

69.8

80.7

75.5

57.7

53.3

61.6

59.9

57.0

56.2
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IX. Polymer Research

Ao Compatibility of Polyethylene
Oxide and Poly-/3-
Vinylnaphthalene

J. Moacanin and E. F. Cuddihy

Previously, properties of blends of poly-fl-vinylnaph-

thalene (PVN) and polyethylene oxide (PEO) have been

discussed (Ref. 1). It was found that these two polymers

exhibit limited compatibility under certain conditions.

New studies on these systems have included dynamic

measurements of mechanical properties and some exam-

inations of polymer morphology by phase-contrast micro-

scopy (Ref. 2). In addition, a more detailed study was

made of a graft copolymer.

For this study, a torsional pendulum constructed ac-

cording to a previously reported design (Ref. 3) was used

to obtain the damping given in log decrement. Test speci-

mens (2XIA in.; 0.05--0.08 in. thick) were prepared by

compression molding at 1000 to 4000 psi. The molding

temperature was 55°C for the polyblends, and 40°C for

the graft copolymers.

The results of dynamic measurements for the 50-50

blend are shown in Fig. 1. The transition at 54°C is due

to crystalline melting of PEO, and the broad shoulder

between 85 and 120°C corresponds to the region of slowly

increasing Young's modulus (Fig. 2); whereas the peak
at 138°C coincides with the dilatometric Tg for PVN.

After having been heated above 120°C, the damping

constant exhibited a continuous gradual increase from

about 40°C until the peak at 138°C was reproduced.

The loss component of the dynamic modulus which can

be calculated from dynamic data may resolve the shoul-

der for the initial sample into a separate peak, as can be

seen by considering the shape of the Young's modulus

curve (Fig. 2). Additional results are needed to more

accurately resolve this point. For the "heated" specimen,
however, the loss component should have the same

appearance as the damping curve.

The broad shoulder for the damping constant (Fig. 1)

is consistent with the idea of phase changes taking place

over the temperature range of the "well" (Ref. 1) until Ta

of PVN (138°C) is reached, and irreversible microphase

separation has taken place. The gradual rise in the damp-

ing constant with increasing temperature for the reheated
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Fig. 1. Log damping constant vs temperature for a
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Fig. 2. Log modulus vs temperature for two 50-50

polymer blends of PVN with PEO of different

molecular weights

polymer may be due to localized changes taking place
at the microphase boundaries.

Phase-contrast micrographs are shown in Fig. 3. The

granular structure and the changes with temperature in

the relative content of light versus dark regions are

noticeable, most of the change taking place after heating

from 25 to 90°C, i.e., the temperature region for the

"well." Also, it is to be noted that the specimen heated

above 120°C retained its appearance when cooled to

room temperature, consistent with the irreversible

changes in behavior which are observed for heated

specimens.

A different situation should exist for the graft co-

polymers in which one end of the PEO chain is attached
to the PVN backbone. The modulus curve for a 20%

PEO copolymer was depressed relative to pure PVN.

The graft copolymer having the composition of the "com-

plex" (46% PEO, Fig. 4) was transparent, rubbery, and

had a glass transition temperature below -20°C. Fur-

thermore, it retained its rubber)' properties _ter being

heated beyond 120°C. An additional interesting property

is the existence of a plateau extending from about 60 to

180°C characteristic of a crosslinked or very high molec-

ular weight polymer. Yet this material is readily soluble

in most aromatic and ether-type solvents. This behavior

may originate from entanglement of the PEO side chains

of adjacent molecules.

Another graft copolymer with the same composition,

but presumably somewhat shorter PEO side chains (prob-

able molecular weight of side chains is 5 to 6,000), had
the same transparent appearance and low Tg. The modu-

lus, as well as dilatometric data, exhibited a hysteresis
loop between -20 and 600C. These results as well as

X-ray data indicate presence of some crystallinity in

contrast to the first completely amorphous copolymer.

For given composition the relation between the size of

the side chains and their ability to crystallize is not

clear yet.

Both Young's modulus and damping constant curves

for this copelymer are shown in Fig. 5. During the first

heating cycle (dashed lines), the sharp drop in modulus

between 40 and 54°C coincided with the peak for the

damping constant, the transition being due to crystalline

melting. For several subsequent heating cycles, the upper

modulus curve was followed on heating and the lower on
_ - 1.__ _ ml_ _
cuom_g. _,e peaks for the damping constant for both

heating and cooling are displaced to a lower tempera-

ture; the heating curve exhibiting a shoulder. These curves

doubtless are also due to crystalline melting, their shapes

depending on distribution of crystallite size. In either

case the absence of a transition corresponding to Tg of
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Fig. 3. Phase-contrast photomicrographs of a 50-50 polymer blend of PVN and PEO 

PVN (138°C) is to be noted. The dilatometer data (Fig. 6) 
parallel the dynamic measurements; following a slightly 
different path on initial heating (dashed line), a repro- 
ducible hysteresis loop in the melting range was followed 
on subsequent heating cycles. The specific volume at 
25°C was 0.864 to 0.869 cm3/g. The presence of crystal- 
linity at 4344°C was corroborated by X-ray measure- 
ments. Again, the transition at 138°C is absent. 

The position of the damping maxima shows that the 
melting temperature of the PEO crystallites was de- 
pressed. It is interesting to note that the “heating” curves 
were followed only if the specimen was first cooled 
below -20°C; otherwise the cooling curve was followed 
for both descending and ascending temperatures, irre- 
spective of rate (the slowest rate was %“C/min). Doubt- 
less this behavior is due to a large increase in the rate of 
nucleation below a critical temperature which seems 
necessary to complete the crystallization process. Curi- 

ously enough, this temperature of - 20°C coincides with 
the secondary peaks in the damping constant, suggesting 
a change in the nucleation mechanism associated with a 
polymer transition. This transition may be due to 
freezing-in of the side chains, since it is known that T ,  
for PEO of molecular weight 1,000 to 10,000 is approxi- 
mately -20°C (Ref. 4). 

The observation that T ,  for PVN has disappeared, as 
can be seen by examining both the damping constant 
and the dilatometric curve, gives unequivocal evidence 
that the identity of PVN has been lost and that the whole 
copolymer behaves as an entity. The specific volume 
values for temperatures in the amorphous region (above 
60°C) show that additivity of volumes for the two com- 
ponents is not followed, but that a contraction of about 
2% has taken place. Using molecular models it is ap- 
parent that one can readily entwine PEO and PVN 
chains. Optimum spacing is obtained with three ethylene 

56 



JPL SPACE PROGRAMS SUMMARY NO. 37-27, VOL. IV

10

9

==

B
_1

c3
O
_E

(.9
O
-J 7

\

GRAFT POLYMER

46 % PE0

54 % PVN

BLEND POLYMER

46 % PEO

54 % PVN

5
-80 -60 -4O -20 0 20 40 60 80 100 120 140

TEMPERATURE,OC

160 180

Fig. 4. Log modulus vs temperature for a blend and graft polymer

Ii
-- HEATING CURVE

_'.( _ ....".... COOLING CURVE
I0

....... INITIAL HEATING

\" i CORVE

x

°' A
0

0
_J 6 ---

\

-46b -40 -20 0 20 40 60 80 100 120 140

TEMPERATURE, °C

0.8
0.95

160

0.93

06 _ _ o9t

o3O89

_" _ 0.87

0.85
0.2 'J

0"8-340 -20

Fig. 6.

-- HEATING CURVE

----- COOLING CURVE

.... INITIAL HEATING
CURVE

I
J

J
J

J

0 20 40 60 80 I00 120 140 160

TEMPERATURE, *C

Dilatometric curve of a graft copolymer
of PVN and PEO

Fig. 5. Log modulus and log damping constant vs

temperature for a graft copolymer of
PVN and PEO favorable but probably

evident.
weak energetic interactions is

oxide to one naphthalene moieties, namely the "complex"

composition. Thus, here as in the case of polyblends, the

importance of conformational behavior coupled with

Phase-contrast micrographs show that initially the

graft copolymer exhibited layers (Fig. 7) which were

perpendicular to the direction at which pressure was
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Fig. 7. Phase-contrast photomicrographs of a graft copolymer of 54 wt YO PVN and 46 wt YO PEO 

applied to form the specimen. The layered structure dis- 
appeared above the melting temperature of PEO. After 
cooling to -2O”C, the structure shown in Fig. 7 (lower 
right) was formed. For the copolymer the granular struc- 
ture characteristic of polyblends is absent. Moreover, the 
rather uniform appearance achieved once the graft had 
been heated remained unchanged upon further tempera- 
ture cycling. This offers additional evidence that at 
higher temperatures microphase separation cannot take 
place. 

Evidently, for copolymers the existence of the homo- 
geneous “complex” phase is an equilibrium property. 

Any effects resulting from the history of specimen prep- 
aration (micrographs and dashed lines in Fig. 5)  are 
eliminated by annealing. In contrast, for polyblends the 
compatible phase is a metastable state which can exist 
under restricted conditions. 

In summary, our studies have shown that graft co- 
polymers of PVN with PEO form homogeneous, rubbery 
materials. The properties of copolymers having low PEO 
content remain to be investigated in order to assess the 
potential of using PEO as an internal plasticizer. Also, 
the effect of the size of side chains will have to be 
considered. 
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Be Kinetics of the Anionic

Polymerization of
Acenaphthylene
J. Moaconin and A. Rembaum

We have observed that chain transfer occurs during

the anionic polymerization of acenaphthylene in a man-

ner similar to that reported recently for 9-vinylanthracene

(Ref. 5). The polymerization rate of acenaphthylene in

tetrahydrofuran was sufficiently slow to permit conven-

tional dilatometric procedures to be used to study

kinetics (Ref. 6). Furthermore, since chain transfer may

apply to the anionic polymerization of other systems

(Refs. 7, 8, 9), we have derived theoretical kinetic ex-

pressions based on the reaction mechanism given below.

These expressions could be readily adapted to other
similar mechanisms.

From the present study three important facts emerged:

(1) the over-all rate was found to follow pseudo first-

order kinetics; (2) the activation energies, as compared

to other anionic systems, were high, and the propagation

rates were exceptionally low; (3) the highest molecular
weight which could be obtained was about 8000; electron

spin resonance (ESR) measurements showed that the

acenaphthylene radical anion initiator was the sole

radical species which could be observed, and that its

concentration remained nearly constant during the poly-

merization. In order to account for these observations,

we postulated a slow rate determining initiation step,
followed by fast dianion formation, and a chain transfer

to monomer mechanism which competes with the propa-

gation step, according to the following scheme:

Initiation

Propagation

Chain transfer

-AT. + A -_ AT + "A-

A'-f + A ___ Aj + "A-

where _k-is the monomer radical anion, A the monomer,

and A j, AT, and-A S are the "dead," monoanion, and

dianion i-mer, respectively. The alkali metal counterions
are not shown in the scheme.

The results of this study are summarized in Table 1,

and in Table 2 a few results on the free radical poly-

Table 1. Anionic polymerization of acenaphthylene

Initiator

Lithium

Sodium

Temperature,

115

*C

49.8

74.8

95

49.9

95

Initial initiator

concentration,

mole/liter R

0.096

0.120

0.150

0.073

0.135

0.036

0.071

0.096

0.054

0.034

0.043

0.056

0.157

0.031

0.047

0.061

• The initial acenaphthylene concentration was 1.27 moles/liter.
bMeasured by means of Mechrolab (Mountainview, California)

Polymer,

% yield

98

35

96

93

90

95

95

84

93

91

89

94

88

97

95

88

Rate constant K,

liter/mole-sec X 10

2.5

4.1

5.4

11

22

24

36

54

0.14

6.8

7.5

6.5

23.0

16

29

36

vapor pressure osmometer; calculated=2(152) (1.27)/I e.

Molecular weight b

Measured

2,560

1,300

2,620

1,280

4,740

2,780

1,600

1,900

2,260

2,020

2,280

1,340

3,870

2,960

2,460

Calculated

4,000

2,600

5,200

2,800

10,800

5,400

4,000

7,200

11,400

9,000

6,800

2,400

I 2,400

8,200

6,400
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Table2. Freeradicalpolymerizationof acenaphthylene

Benzoyl

peroxide

V

V

V

V

i

B

Temperature,

o C

100

125

150

100

100

125

150

200

Solvent

Tetrahydro-

furan

Yield, Time, Molecular

% hr wt !

67.5 24 285,000

74.3 24 335,000

86.0 24 180,000

46.0 24 160,000

42 96 *--_2,000,000

65 96 820,000

78 96 160,000

82 96 140,000

aEstlmated from intrinsic viscosity determinations in benzene, using the

relationship [_]_5.3XlO-SXM°'_(Ref. 14).

merization are given for comparison. The kinetics data
were obtained from dilatometric measurements, which

were carried out using the usual vacuum techniques

(Ref. 10). The concentration of "living ends" was deter-

mined by both methyliodide and alkali metal titrations.

The linearity of the monomer concentration versus time

semilog plots is illustrated in Fig. 8.

The observed pseudo first-order kinetics and the upper

limit for the polymer molecular weight are both con-

sistent with the postulate of chain transfer to monomer.

The exact mechanism by which it takes place cannot be

ascertained on the basis of existing experimental results,

but it seems quite certain that electron transfer to mon-

omer, probably coupled with hydrogen abstraction from

solvent, must occur. Also, the detection of the acenaph-

thylene radical anion ESR spectrum when butyl lithium

is used to initiate the polymerization is consistent with

0.8 _ _ o.92,__r

o.s _ .........,....__

= 0.124

0.2 "_

o

0.1
0 I 0,000 20,000 50,000

TIME t, sec

Fig. 8. Sodium-initiated polymerization of

acenaphthylene at 95°C (p is the initial
initiator-to-monomer ratio}

the postulated mechanism. Disproportionation of two

anionic chain ends is unlikely, because such mechanism

would lead to a continuous depletion of growing centers,

and this is contrary to the observed kinetics.

The solution of differential equations 1 corresponding

to the above reaction scheme leads to the following ex-

pression for the monomer concentration as a function of
time:

K, (1 + 2Ktr))_ (1 + _t," -- ':,)A/Ao = 1--p (K_ + Kt,-) ,.r--(1 +2,:,.)(_, +Kt,-)

X [1 -- e-'Ki+',, ''] } (1)

where Ao is the initial monomer concentration; and

,q = ki/kp, at, = kt,/kp, and # is the initial initiator-to-

monomer ratio. The auxiliary variable r was introduced

to linearize the differential equation (Ref. 11) and is

defined by dr = kp A dr. The condition for first order

kinetics in the monomer consumption is

(d/d,) (A/Ao) = - p (1 + 2,:,.)/(1 + ,,t./*,,) (2)

which can be rewritten as a function of time as

where

dA/dt = - keyfAo A

kess = kp (1 + 2,<t,)/(1 + ,<t,l,<i)

(3)

In practice this condition will be satisfied if at low con-

version the exponential term in Eq. (1) becomes neg-

ligible.

Again neglecting the exponential term, the reciprocal

of the number-average degree of polymerization P,_- for

complete conversion is given approximately by

(1/Px - 4) = Ktrl2 -Jr-pl [2(1 + K,,/,i)] (4)

The constant 4 enters these expressions because, accord-

ing to the mechanism, polymerization starts with the

tetramer dianion. A plot of the left-hand side versus 0/2

should be linear, the intercept giving Kt,/2, and the slope

1/(1 -t- _t,/K_). On the basis of the present experimental

data, Kt, is approximately lAo and the slope is definitely

positive, indicating that Kt,/K_ < 1; otherwise the slope
would tend to vanish. A direct measure of this ratio can

be obtained from analyses of the initiator radical anion

concentration, since-_-_/_,'_ = 1 + ,q/,ct,. Attempts to

quantitatively interpret the ESR spectra as well as chem-

ical determinations of the initiator content are underway.

1Moacanin, J., and Rembaum, A., unpublished results.
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Accepting tentatively that Ktr < K_ and Ktr _ 0.1, we

conclude that k_ is approximately equal to kely _ 10 -3

(liter/mole-sec). This is an extremely low value in com-

parison to the magnitude of the polymerization rate

constant reported for other systems. Even if we allowed
for our data Kt_/Ki = 10, the value for k_ would still be

several orders of magnitude smaller than that for styrene

(k_ _ 600) (Ref. 12).

A change in the counterion from sodium to lithium

(Table 1) resulted in an acceleration of rate. There

appears to be some increase in molecular weight at
115°C, but the interpretation of results at elevated tem-

peratures is complicated because of the probable occur-

rence of free radical reactions. A control run showed,

however, that in absence of initiator no polymerization

takes place up to 95°C. Examination of Table 2 shows

that very high molecular weights can be obtained by free

radical methods. With increasing polymerization temper-

ature, however, molecular weight decreases rapidly.

A study of the temperature effect indicates an over-all

activation energy of 11-22 kcal/mole, presumably repre-

senting mainly the propagation step. This is a very high

value in comparison to _ 1 kcal/mole reported for sty-

rene (Ref. 12). The estimation of the relative contribu-
tions of initiation and chain transfer must await further

results. The activation energy is of the same magnitude

as that observed by Imoto and Soematsu (Ref. 13) for

the acenaphthylene polymerization by a Ziegler catalyst

(_--_ 15 kcal/mole). Intrinsic viscosity values indicate low

molecular weights for their polymers; their osmotic pres-

sure data, which suggest high molecular weights, appear

to be in error (Ref. 14). It is of interest to note that the

activation energy for the anionic polymerization of 9-

vinylanthracene is also high (8--15 kcal/mole) (Ref. 5).

Surprisingly, powder X-ray patterns for the polyace-

naphthylenes prepared by either anionic, cationic, or free

radical methods exhibited crystallinity, although the

polymerization conditions used normally do not lead to

stereospecificity. This result indicates that the placement

of the monomer is controlled by the geometry of the

monomer unit (Ref. 15). Examination of molecular

models suggests that acenaphthylene should add in the

trans position relative to the penultimate monomer unit,

the cis addition being sterically impossible. Furthermore,

for the trans configuration, isotactic placement appears

more likely than syndiotactic placement. Trans-isotactic
chains should favor helical conformations of reasonable

flexibility. These speculations are consistent with our

studies on the solution properties of polyacenaphthylene

(Ref. 14). For low molecular weight polymers there is

evidence of the existence of the trans-syndiotactic con-

figuration7

2Story, H., private communication.

Ce Kinetics and Mechanism of

the Cyanoethylation of
1- and 2- Propanols

S. H. Kalfayan

Some rate studies on the cyanoethylation of 1- and 2-

propanols in p-dioxane (Dx) were reported previously
(Refs. 16 and 17). It was noted then that precipitation

of the catalyst, sodium propoxide or sodium isopropoxide,
started to take place when the reaction was about half

complete. Up to the point of catalyst precipitation, the

kinetic data fitted first order rate expressions. It is de-
sirable, however, to follow the reaction well over 50%

conversion. Cyanoethylations were, therefore, carried out
in absence of Dx. When the initial molar ratio of alcohol

to acrylonitrile (AN) was 1:1, the catalyst still precipi-
tated before equilibrium was attained. This, however,

occurred when the reactions were 70-75% complete. At

higher dilutions (2:1, 3:1) the catalyst remained in solu-

tion during the entire course of the reaction. Kinetic data

obtained show a first order rate dependence on the

acrylonitrile concentration and a first order dependence

on the catalyst concentration. The rates are independent

of the alcohol concentration. Energies and entropies of

activation are reported. A mechanism for the cyanoethyla-

tion of alcohols is proposed.

1. Experiments

The gas chromatographic equipment used during the

present analyses was described previously (Ref. 16).

Columns were made of 12-ft X 14-in. aluminum tubing
packed with 20% nonpolar Ucon fluid on Chromosorb

"W." Column, injection port, and detector temperatures

were set at 100, 120, and 265°C, respectively. The bridge
current was 150 ma and the helium flow-rate was

86 ml/min. Peak areas were measured by a voltage-

to-frequency type integrator (Infotronics Corporation,

Houston).
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For kinetic studies, calculated amounts of alcohol and

AN were placed in 50-ml glass-stoppered volumetric
flasks and thermostated for a minimum of 3 hr before

addition of the catalyst. Hallikainen low-temperature

baths, capable of controlling the temperature within

--_+0.05°C, were used. Samples were chemically quenched

prior to analysis by gas chromatography. The quenching

procedure consisted of drawing samples from the re-

action flask into a 1-ml graduated syringe which con-
tained a measured amount of dry HC1 in Dx. Neutral-

ization of catalyst was thus rapid and temperature

changes during sampling were minimized, l-t4 samples

were introduced into the gas chromatographic apparatus.

2. Results and Discussion

a. Apparent rate constants. Cyanoethylation of 1- and

2-propanols are represented as follows:

CH:ICH..CH._OH ÷ CH2=CH--CN _- CH_CH2CH._OCH..CH_CN

(a)

(CH_)2CHOH + CH2--CH--CN _ (CH3)ECHOCH..CH_oCN

(b)

The rates of both Reactions (a) and (b) were deter-

mined at several initial reactant ratios, catalyst concen-

trations, and at two different temperatures. The solvent

Dx was omitted. The alkoxide catalysts, sodium propox-

ide and sodium isopropoxide, are practically insoluble in

Dx and their solubility in the corresponding alcohol is
limited. When the initial molar ratio [alcohol] / [AN]

was 1:1, the catalyst still precipitated before equilibrium
was reached. This occurred when the reaction was well

over 50% complete [75--80% for Reaction (a) and 65-

70% for Reaction (b)]. Up to these extents of reactions

the standard deviations for the apparent rate constants
were less than 4%. When the initial ratios were 2:1 or

3:1, no catalyst precipitated for the entire duration of

the reaction and apparent rate constants could be cal-

culated with standard deviations of less than 4%, up to
90% reaction.

The rate constants were calculated from the following
integrated first order equations:

2.303, A0
k = _ log _--_t (1)

2.303 Ao - Ae
k = kl + k-a- T--lOgAt Ae (2)

where k = apparent first order rate constant, kl and k_l
are the first order rate constants for the forward and

reverse reactions. Ao, At, and Ae are the normalized

(against Dx) peak areas of AN at t = 0, t, and t at

equilibrium.

Fitting the kinetic data into Eq. (1) gave consistent

apparent first order constants with less than 4% devia-

tion to about 75% completion (excluding the 1:1 molar
ratio). Beyond this range there was a downward drift.

Equilibrium was attained at about 95 and 94% conver-

sions for Reactions (a) and (b), respectively.

When the same data was fitted into Eq. (2), which is

the integrated expression for a first order forward step

and a first order reverse step, apparent rate constants
could be caleulated with standard deviations less than

4%, to about 90% conversion.
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The apparent rate constants given in Table 3 were

calculated according to Eq. (2). Some of the first order

plots aro shown in Figs. 9 and 10.

It is seen from Table 3 that the rates of both Reactions

(a) and (b) are catalyst dependent, first order in AN, and

independent of the alcohol concentration.

Both Reactions (a) and (b) were slower when carried

out in Dx (Ref. 17). Reaction (b) was slower than (a) in

presence of Dx. The reverse is t,t,_e_J-......veuJ in absence
of Dx.

Plots of log k at 5.9°C vs log C (catalyst concentration)

for initial mole ratios of 1:1, 2:1, and 3:1 are shown in

Fig. 11. These are linear with slopes of 1.0 and 0.80 for

Reactions (a) and (b), respectively. This suggests that

the rates are first order with respect to catalyst concen-
tration.

b. Energy and entropy o_ activation. Activation ener-

gies AE* were calculated from Arrhenius plots. Values

obtained were 18.0 and 15.7 kcal/mole for Reactions (a)

and (b), respectively. Consequently, the enthalpy AH*

and entropy AS* at 5.9°C were 17.4 kcal/mole and -5.5

cal/mole-deg for Reaction (a) and 15.1 kcal/mole and

-12.4 cal/mole-deg for Reaction (b). These values were

obtained from the following equations (Ref. 18):

AH* = AE* -- RT

RT AH_' A_q*

k = -_--_e_ e R

where R is the gas constant, h is the Planck constant,

and N is Avogadro's number.

Entropy values could have been calculated using the

activation energies AE* since the numerical value of the

RT term in the enthalpy equation is about the same (or

less) than the uncertainty in the AE* values.

3. Mechanism

Since the cyanoethylations of both 1- and 2-propanols

are independent of alcohol concentration and are first

order in AN and first order in catalyst concentration, a

likely mechanism for these reactions is as follows:

RO- + CH_--CH-CN slo_ ROCH._--CH--CN

ROCH:--CH--CN + ROH fas_ ROCH2--CH2--CN + RO-

Table 3. First order rate constants for the

cyanoethylation of 1- and 2-propanols

Temperature,

o c

6

4

2

T

E

X

0.6

0.4

Catalyst

concentration,

mole/liter X 10 s

Initial ratio
kX I0=,

[alcohol] /
mln -I

[ANI

1 --propanol

4.0

16.0

4.0

8.0

11.2

16.0

2:1

2:1

2:1

2:1

3:1

2:1

0.250 + 0.010

0.866 + 0.02

0.886 + 0.01

1.79 -I- 0.07

2.2T + 0.09

3.15 + 0.10

2--propanol

--4.4

+5.9
4.0

4.0

4.0

8.0

11.2

16.0

16.0

2:1 0.572-1- 0.02

1:1 1.74 -t- 0.05

2:1 1.73 -_ 0.04

2:i 2.98 -I- 0.10

3.'1 3.69 -I- 0.10

2:1 4.74 -I- 0.15

I :I 4.77 + 0.15

0.2 m

/I
/

/
/

._B

/jA
/

INITIAL RATIO [ALCOHOL]/[AN]

0 2_I

[] 3_I

A CYANOETHYLATION OF I-PROPANOL

B CYANOETHYLATION OF 2-PROPANOL

°'to.l o.2 0.4 o,s t

CATALYST CONCENTRATION C, mole/liter X lO 2
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Thus, the rate-controlling step is the addition of the

alkoxide anion to the a -/3 double bond of acrylonitrile.

Ogata et al. (Ref. 19) found the cyanoethylation of

methanol at very low concentrations of AN, with sodium

methoxide catalyst, to be a pseudo-first-order reaction.

Their proposed mechanism is similar to the one above.

The extent of conversion is not changed in the ab-
sence of solvent, about 4.5% of the alcohol remaining

unreacted. Therefore, hydrolysis of the cyano-ether gives

the corresponding carboxylated product contaminated

with the alcohol. Preliminary efforts have indicated that

the alcohol and undesired hydrolytic side-products can

be removed by isolating the carboxylated product as an
insoluble salt.

D. Polymer Chemistry: C" Distribu-
tion in Labeled 2,4-Toluene

Diisocyanate (TDI)
E. F. Kopka and J. D. Ingham

1. Introduction

Well-characterized polyurethanes prepared from TDI

labeled with C 14 in the isocyanate groups are extremely

useful for the study of polymer degradation mechanisms

(Refs. 20 and 21). The unique feature of tracer applica-

tions is that, because of the high sensitivity of radio-

activity measurements, very small extents of bond scission
can be detected.

However, for an unsymmetrical diisocyanate such as

TDI, the distribution of C a` in the isocyanate groups

depends on the kinetics of isocyanate formation and on

the method of preparation. Ideally, the relative C 1_ activ-

ity in the 2- and 4-positions should be equal, or at least

known, to reasonably interpret results of degradative

studies. One potential method for determining the C 14

distribution is the subject of this report.

2. Reaction of TDI with 2,6-Dimethylaniline;

Subsequent Hydrolysis and Methanolysis

The C _4 distribution in isocyanate-labeled TDI can be

established by following a sequence of reactions in which

the carbon atom of one isocyanate group is removed

exclusively followed by specific radioactivity determina-

tions of TDI and its derivative. Such a reaction sequence

is shown in Fig. 12. The work presented here is a study

of these reactions and an attempt to establish the yields

and purity of the products using unlabeled TDI. Subse-

quently, labeled TDI will be employed; from its specific

activity and the specific activities of I, and either II, III,

or IV, the C 14 distribution can be calculated. Obviously,

yields should be nearly 100% for valid determination of
the distribution.

Previous work (Ref. 22) has shown that equimolar

amounts of aniline and TDI react to give ,-_70% yield

of 4-methyl-3-isocyanatocarbanilide (V), which is the

same as I but without the methyl groups in the 2' and

6' positions. For the present work 2,6-dimethylaniline

was used to increase the probability of exclusive reaction

at the isocyanate group in the 4-position. The yield of

a product believed to be I was _-_87%. The melting

point of I was 207-209°C; however, II, III, and IV have

melting ranges >250°C, which is above their decompo-

sit-ion temperatures, so that sharp melting points for them

were not obtained. A sample of the tentative product I-I] 1

has been submitted for elemental analysis. Since infrared

and thin-layer chromatography indicated the presence of

some undesired side-products, possibly resulting from

reaction of the free isocyanate, and since past experience

has shown that isocyanates are difficult to count in the

scintillation spectrometer, a sample of [I] was treated

with methanol to give the methanolysis adduct [VI] in

94% yield. Samples of [I] were also hydrolyzed to give

[II] and [IV], as shown in Fig. 12, in _98% and _47%

yield, respectively. Possibly the low yield of [IV] can

be increased by scaling up the reaction; only ---0.1 g of

product has been prepared thus far.

3. Thin-Layer Chromatography of Carbanilide
Products

Since the melting points of derivatives such as II and

IV were near or above their decomposition temperature,

they could not be used as evidence that substantially

pure products were prepared. Therefore, thin-layer chro-

matograms were obtained; a single spot under resolving
conditions should indicate a single major compound in

any reaction product. By trial and error it was found

that a binary solvent mixture, consisting of 80:20 by

volume of benzene:pyridine, was a good developing

1Elemental analyses of the products are not yet available. To indi-
cate tentative identification, brackets are used: [I] for I, etc.
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Fig. 12. Reactions of 2,4-toluene diisocyanate with 2,6-dimethylaniline and subsequent hydrolysis
and reaction with methanol

(5)

system. The spots could be observed by spraying with

ninhydrin solution and heating the plates at 100°C. A

better method was found to be simple heating at 100°C

and observation under ultraviolet light. A typical plate

is shown in Fig. 13. The products used and correspond-

ing Rs values are given in Table 4. A comparison of

the first two chromatograms shows that [I] is not stable

in chloroform so that its initial purity could not be

established directly. Apparently [I] is hydrolytically or

otherwise transformed from a product that is mainly re-

tained at the origin to one with an Ry value of 0.6 in this

solvent system. The third chromatogram of Fig. 13 was

a minor product removed from the filtrate after isolation

of [I]. It appears to be a mixture of the compositions of

the first two chromatograms. The two remaining chro-

matograms (Fig. 13) were products obtained by placing
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Table 4. RI values from thin-layer chromatographs

of carbanilide products

Product (chloroform solution) R; values"

[I] TDI -{- dimethylaniline

[I] TDI -I- dimethylaniline

(solution aged 12 days)

TDI -I- dlmethyloniline

(reaction time 3 days; solution

aged 12 days)

[I] soxhlet_ refluxing methanol

6 days; recovered from thimble

[I] soxhlets refluxing methanol

6 days; recovered from flask

Origin: very strong

0.29: weak

0.43: weakest

0.63: weaker

Origin: weak

0.27: weak

0.61 : strong

0.29: weaker

0.63: weak

0.50: strong

0.58: strong

0.49: strong

0.57: strong

0.66: weak

aDeveloped with benzene: pyridlne (80:20 by volume; solvent front 100 mm
from start) (data from Fig. 13).

a sample of [I] in a soxhlet extractor and extracting with

refluxing methanol for 6 days. This was the first attempt

to obtain the methanolysis adduct VI. Apparently metha-

nol did add to convert the isocyanate to methyl urethane

but, because of the relatively harsh conditions, metha-

nolic cleavage of the urea bond apparently occurred to

give the two intense spots observed.

The methanolysis adduct [VI] (mentioned in Part 2,

above) was obtained by refluxing [I] in methanol for

30 min. The yield was 94% and only one strong spot

(R_ = 0.61) was obtained by chromatography with a

faint spot occurring at RI = 0.69; this is very good evi-

dence that [I] is indeed the desired 4,2',6'-trimethyl-

3-isocyanatocarbaniliae and [VI] is the corresponding

methyl urethane. Thin-layer chromatography of the

hydrolysis product [IV] also showed an intense spot (RI =

0.26) and a faint spot (RI = 0.35), indicating that [IV]

is primarily one product, presumably 4,2',6'-trimethyl-
3-aminocarbanilide.

4. Proton NMR of the Product IV: 4,2",6"-Trimethyl-

3-Aminocarbanilide

To prove that [IV] was 4,2',6'-trimethyl-3-aminocar-

banilide, its proton nuclear magnetic resonance (NMR)

Table 5. Integrals of NMR signals from the proton

resonances of amino and methyl protons in

4,2',6'-trim ethyl-3-aminocarbanilide

Integration Amino* 2',6'-dimethyl b 4,2',6'-trimethyl c

number protons protons protons

1

2

3

Average

Calculated

3.12

3.24

2.98

3.11

3

4.05

4.11

3.83

4.00

4.5

°At di = 4.98 ppm, area ratio normalized so that amino area is 1.

_At 6 = 2.29 ppm.

cat 8 ---- 2.29 ppm "t" signal at 6 = 2.12 ppm.

spectrum was obtained with the Varian A-60 spectrom-

eter. Initially, spectra of deuterated chloroform solutions

were obtained; however, the solubility was limited to

,-_0.5% and the amino proton signal was not observed,

possibly because of deuterium exchange from a trace

amount of deuterium oxide or deuterated methanol that

may have been present in the solvent. Although the solu-

bility was limited to _3% in pyridine and the aromatic

protons were obscured by the solvent, pyridine solutions

gave satisfa_.tory spectra (Fig. 14). Electronic integration

of the signal areas gave the results shown in Table 5. The

ratio of amino protons to 2',6'-dimethyl protons is 1:3

in IV. The average ratio found experimentally was 1:3.11,

which agrees quite well. However, the ratio of amino

protons to the total number of methyl protons in IV

is 1:4.5, whereas a ratio of 1:4.0 was found because of

the relatively small integral from the resonance signal

assigned to the 4-methyl protons. It is tentatively be-

lieved that the 4-methyl chemical shift assignment is

correct and that [IV] is the desired 4,2',6'-trimethyl-

3-aminocarbanilide. A possible explanation for the low

apparent 4-methyl proton integral is that a systematic

integration error resulted from the low concentration and

resulting high noise level.

More complete characterization of the urethane deriv-

atives should be obtained from their elemental analyses.

Experimental procedures have been sufficiently estab-

lished for the reaction sequence shown in Fig. 12 and

will be applied to determinations of the C 14 distribution
in labeled TDI.

67



JPL SPACE PROGRAMS SUMMARY NO. 37-27, VOL. IV

References

1. Cuddihy, E., Moacanin, J., and Rembaum, A., "Some Unusual Properties of Blends

and Grafts of Poly-J_-Vinylnaphthalene and Polyethylene Oxide," SPS 37-22,

Vol. IV, pp. 100-104, Jet Propulsion Laboratory, Pasadena, California, August

31, 1963.

2. Cuddihy, E., and Moacanin, J., "Phase-Contrast Microscopy Studies on Hetero-

geneous Polymer Systems," SPS 37-25, Vol. IV, pp. 67-70, Jet Propulsion Labora-

tory, Pasadena, California, February 29, 1964.

3. Koppelmann, V. J., Kolloid-Zeitschrift, VoI. 144_ p. 12, 1955.

4. Read, B. E., Polymers, Vol. 3, p. 529, 1962.

5. Eisenberg, A., and Rembaum, A., Journal of Polymer Science, Part B, Vol. 2, p. 157,

1964.

6. Moacanin, J., Rembaum, A., and Adler, R., "Kinetics of Anionic Polymerization of

Acenaphthylene," SPS 37-23, Vol. IV, pp. 94-98, Jet Propulsion Laboratory,

Pasadena, California, October 31, 1963.

7. Lift, M., and Szwarc, M., Journal of Polymer Science, Vol. 42, p. 159, 1960.

8. Zilkha, A., Barzakaz, S., and Ottolenzhi, A., Journal of Polymer Science, Part A,

Vol. 1,p. 1813, 1963.

9. Koral, J. N., Makromolekulare Chemie, Vol. 62, p. 148, 1963.

10. Tobolsky, A., Rembaum, A., and Eisenberg, A., Journal of Polymer Science, Vol. 14,

p. 1735, 1963.

11. Ginell, R., and Simha, R., Journal of the American Chemical Society, Vol. 65, p. 706,

1943.

12. Szwarc, M., Advances in Chemical Series, Vol. 34, p. 96, 1962.

13. Imoto, M., and Soematsu, I., Bulletin of the Chemical Society of Japan, p. 34, 1961.

14. Moacanin, J., Rembaum, A., and Laudenslager, R. K., American Chemical Society,

Polymer Preprints, Vol. 4, p. 179, 1963.

15. Dall'Asta, G., and Mazzanti, G., Makromolekulare Chemie, Vol. 61, p. 178, 1963.

16. Kalfayan, S. H., and Havlik, A. J., "Polyoxyalkylenes Terminated with Different

Functional Groups: Rate and Equilibrium Studies of Cyanoethylation," SPS 37-22,

Vol. IV, pp. 91-94, Jet Propulsion Laboratory, Pasadena, California, August 31,

1963.

17. Havlik, A. J., and Kalfayan, S. H., "Cyanoethylation-Propanols and Polyoxy-

propylene Glycol," SPS 37-23, Vol. IV, pp. 84-86, Jet Propulsion Laboratory,

Pasadena, California, October 31, 1963.

1 8. Frost, A. A., and Pearson, R. G., Kinetics and Mechanism, John Wiley and Sons,

N.Y., p. 96, 1956.

19. Ogata, Y., Okano, M., Furuya, Y., and Tabuski, I., J., American Chemical Society,

Vol. 73, p. 5426, 1956.

68



JPL SPACEPROGRAMSSUMMARYNO. 37-27, VOL. iV

References (Cont'd)

20. Rapp, N. S., and Ingham, J. D., "Polymer Degradation Mechanisms: Cl_-Labeled

Polyoxypropylene Glycol-Toluene Diisocyanate Polymers," SPS 37-23, Vol. IV,

pp. 104-108, Jet Propulsion Laboratory, Pasadena, California, October 31, 1963.

21. Ingham, J. D., and Rapp, N. S., "Polymer Degradation Mechanisms: Cl_-Labeled

Polyoxypropylene Glycol-Toluene Diisocyanate," SPS 37-25, Vol. IV, pp. 70-75,

Jet Propulsion Laboratory, Pasadena, California, February 29, 1964.

22. Simons, D. M., and Arnold, R. G., "Relative Reactivity of the Isocyanate Groups

in Toluene-2,4-diisocyanate," Journal of the American Chemical Society, Vol. 78,

pp. 1658-1659, 1955.

69



JPL SPACE PROGRAMS SUMMARY NO. 37-27, VOL. IV

X. Liquid Propulsion

A. Advanced Liquid Propulsion

System
R. N. Porter, H. B. Stanford, L. K. Jones, L. H. Peebles,

W. F. MacGlashan, Jr., and W. H. Tyler

I. Introduction, R N. Porter

The Advanced Liquid Propulsion System (ALPS) pro-

gram is investigating selected problems generated by

spacecraft operational requirements for propulsion sys-

tems capable of high inherent reliability, long-term stor-

age in space, multiple start in free fall (zero gravity), and

engine throttling. The solutions proposed to satisfy these

requirements have been incorporated in the ALPS.

Periodic reports in SPS, Vol. IV, follow the progress of

work on the various ALPS projects. The following para-

graphs present accomplishment of significance which has

occurred during the last reporting period. This includes

the simultaneous expulsion of both propellants hydrazine

(N_H,) and nitrogen tetroxide (N204) from a single tank

using metal diaphragms as the expulsion device, two

successful firings of a 2000-1b, free-standing pyrolytic

graphite uncooled rocket chamber, and a graphic demon-

stration of hypergolic propellant streams blowing apart

upon contact within a plexiglass rocket chamber.

2. Diaphragm-Type Expulsion Device

Development, _. a. Ston_ora

Existing slosh and expulsion test equipment in use at

JPL was described in Ref. 1. This equipment was de-

signed for use with test tanks 18 in. in diameter or

smaller; and for reasons of compatibility and limitations

on propellant handling, it was intended to be used only

with water as the expelled fluid. Obviously, in a program

to develop expulsion devices for use with rocket pro-

pellants, it eventually becomes necessary to conduct both

slosh and expulsion tests using the actual propellants in

quantities which the end objective may require. For this
reason, a contract was let to Lockheed Aircraft Services

of Ontario, California, to design and fabricate a device

capable of supporting and sloshing (oscillating) tank

shapes up to 64-in.-D spheres weighing as much as

6,000 lb, combined weight of tank and propellant. The

support structure is a cage of heavy construction in the

general shape of a tetrahedron with a circular mounting

ring at the center. It pivots at the lower end on a mono-

ball joint and is laterally driven at the upper end by an

eccentric arm from a controlled power source. The equip-

ment is capable of oscillation frequencies of 0 to 16

cycles/sec and linear amplitudes up to ±4 in. at the

support ring, but is not intended to withstand accelera-
tion forces in excess of 2 g. Weight measurements for the

determination of expulsion efficiency are obtained by
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means of a load cell mounted beneath the monoball joint.

A spider-type adaptor ring is required to install tanks

appreciably smaller than the 64-in.-ID mounting ring.
Such was used to mount the 18-in.-D stainless steel tank

used in the initial expulsion tests.

Three slosh and expulsion tests, using the described

equipment and live propellant, have been conducted.

The expulsion devices used were uniform thickness

0.015-in. aluminum diaphragm, 18 in. in diameter (Ref.

1). In all of these tests sloshing was conducted at a

linear amplitude of _1½ in. and a frequency of 128

cycle/min or approximately 1 g. These conditions had

been determined in previous tests with the small slosh rig

to be the most severe (Ref. 2).

The first and second tests were conducted with each

propellant individually so that techniques for filling,

purging, and general propellant handling could be

worked out separately before attempting to handle both

propellants at the same time. These first diaphragms were

not of the nesting variety so they were backed up by a

divider plate which is a physical barrier but is not gas

tight. This divider allows the use of one diaphragm at a

time without the danger of fill pressure extending the

diaphragm the wrong way. Filling was accomplished

through the outlet ports by venting the top of the pro-

pellant compartments. In the case of NzH4, filling was

done the day before the run so that an inspection for

leakage could be made after a considerable storage time.

Nitrogen tetroxide was remotely filled immediately be-

fore running. In all cases expulsion pressure was provided

by a single source of N2 at 250 psi. Weight readings were

taken from the load cell before and after expulsion to

determine expulsion efficiency.

Some difficulty was encountered during the first two

runs because of a faulty installation of the monoball

mounting bolt and because of excessive friction at the

slosh rig guide rails. Both of these defects affected weight

readings and consequent determinations of expulsion

efficiency. In both cases, however, expulsion was con-

ducted in approximately 90 sec without incident under

sloshing conditions as previously explained.

The third run, which involved both propellants simul-

taneously, was handled in the manner described above

with NzH4 being filled the day before and N204 being

filled, remotely, immediately before expulsion. In this run

a mutual start switch failed to open the oxidizer valve.

20 sec later the oxidizer flow was started by manual over-

ride, allowing approximately 70 sec of simultaneous

expulsion time. No other difficulties were encountered.

Examinations of the diaphragm after expulsion re-

vealed the characteristic patterns caused by traveling

creases (Ref. 2) but no damage that could be attributed

specifically to the expulsion of live propellants.

A second dual propellant expulsion test was made at a
later date under similar conditions. No difficulties were

encountered and no leakage through the diaphragms
occurred.

Dual propellant expulsion tests will be made with

nesting diaphragms without a supporting divider as soon

as necessary hardware has been obtained and fill tech-

niques have been worked out.

3. Expulsion Control Device Development, t. K.Jone,

Positive expulsion devices capable of meeting the 1- to

3-yr space environment storage specifications of the ALPS

must be completely compatible with and impermeable to

both hydrazine (N2H,) and nitrogen tetroxide (N204).
To date only certain metals, metal foils, and composite

materials containing metal foils tested in a static con-

dition have met these fundamental requirements. The

basic reason for an expulsion device is of course to sepa-

rate the pressurizing gas from the fluid to be expelled.

To do this adequately, the material from which the expul-

sion device is made must be capable of either conforming

to or controlling a movable liquid surface and of even-

tually assuming the contour of the containing vessel in

order that high expulsion efficiency may be obtained.

Experience has shown that failures, such as tears and

pinholes, in metal expulsion device materials occur within

the first few expulsion cycles when the device is allowed

to collapse or expand in a random fashion. Studies are

being made of methods to control the folding modes of

various expulsion devices; it is hoped the control methods
will eliminate the random bends and creases that result

in material failure. The initial phases of these studies on

the bladder configurations are being conducted, using

both compatible and non-compatible polymeric materials.

Studies on the diaphragm-type expulsion device will

generally use metals.

Fig. 1 shows one method of controlled expulsion col-

lapse of a hemispherical bladder. This method makes use
of the fact that the hemispherical bladder is a portion of
a surface of revolution. The fiat surface of the bladder

folds along the diameter perpendicular to the direction
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I / 
/ li L-d’ 

F I L L E D  EXPELLING EMPTY 

Fig. 1.  Hemispherical bladder during controlled 
expulsion 

of propellant discharge. As the top half of the flat, 
circular surface rotates about its fold axis, it “sweeps” 
the inside of the hemispherical bladder wall. Ideally, the 
rotating flat surface pulls the hemispherical surface be- 
hind it in a continuous, rolling motion. A smooth, rolling 
motion is not nearly as destructive to bladder walls as 
random creasing, especially if the rolling radius is rela- 
tively large. The final configuration shows the upper half 
of the hemisphere inverted within the lower half, a 
position capable of high expulsion efficiency. 

An 18-in. hemispherical Teflon bladder was stiffened to 
induce the expulsion collapse control mentioned above. 
The lower half of the hemispherical surface was bonded 
to an aluminum shell with epoxy. The flat side of the 
bladder was stiffened with two semicircular plates, leav- 
ing an unstiffened “hinge” along the fold axis. Stiffening 
these surfaces prevents them from becoming distorted 
and interfering with the collapsing walls. The upper half 
of the hemispherical surface was left unstiffened to allow 
it to roll through 180 deg during expulsion. 

The stiffened bladder was filled with water and expul- 
sion tested, using the equipment described in Ref. 1. 
During expulsion, the upper semicircle rotated as desired. 
However, the upper half of the hemisphere collapsed and 
wrinkled ahead of the rotating semicircle, instead of 
being pulled behind it. At the end of expulsion, the top 
half of the bladder was correctly inverted within the 
bottom half. A second expulsion test, with induced slosh- 
ing, revealed the strengthening and damping qualities of 
the stiff, rotating semicircle. Bladder motion was greatly 
reduced from that of unstiffened bladder expulsion tests. 

Methods of temporarily attaching the upper half of the 
hemisphere to the inside of the propellant tank wall are 
being studied. Rather than collapsing ahead of the rotat- 

ing semicircle, the unstiffened wall would adhere to the 
propellant tank until it would be pulled off by the down- 
ward motion of the semicircle. For recycling capability, 
the surface should re-adhere during refilling. 

Hemispherical bladders with other types of expulsion 
control and stiffening are being fabricated for testing. 

4. Heat Exchanger Development, 1. H .  Peebler 

Two heat exchangers are used in the ALPS to cool the 
gases from the monopropellant gas generator to a tempera- 
ture compatible with the propellant tank environment. 

The fuel heat exchanger, which is fabricated from 
Type 347 corrosion resistant steel, to withstand the initial 
1500°F gas inlet temperature, has co-current fluid flows 
with nucleate boiling over a large fraction of the transfer 
area at nominal flow conditions. The oxidizer heat ex- 
changer, which is downstream of the fuel heat exchanger 
with respect to gas flow, is fabricated of 6061 aluminum 
and is designed to operate in the range of 250°F. It is 
of multipass, radial crossflow configuration with nucleate 
boiling over a small portion of the heat-transfer area. 
This flow sequence was selected to capitalize upon the 
high allowable heat flux in fuel (NZH4) boiling, and the 
lower boiling point of the oxidizer (N,04). Typical ALPS 
heat exchanger assemblies are shown in Fig. 2, in which 
the directions of gas flow are indicated by arrows. 

Fig. 2. ALPS fuel and oxidizer heat exchanger 
assemblies 
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Two heat exchangers of each type were assembled for

test purposes, with enough spare parts available to build
additional assemblies as the program advances. Proof

and leak testing revealed minor leaks in some weld joints

which were later repaired by rewelding. The propellant

passages were flow-tested with water to determine pres-

sure drop as a function of flow rate, and the gas passages

were flow-tested with gaseous nitrogen. Hot gas testing

is planned for the future.

5. Propellant Fill Valve

Development, w. _. MacGlashan,Jr.

Two goals of the ALPS component development pro-

gram have been the accomplishment of weight saving

through unique design concepts, and reliability through

simplicity. A propellant fill valve under development for

some time has achieved some success in these respects.

These valves, which weigh approximately 1 oz, consist

of a floating ceramic ball that seats on a sharp edge

orifice. Each valve is in two parts, a flight portion and a

ground portion which may be connected or disconnected

by means of a threaded coupling. They have been made

in _- and ¼-in. sizes with flow rates of 1.0 and 0.2 lb/sec,

respectively. Working pressure for the 1&-in. valve is 300

psi, and for the 1/_-in. valve the pressure is 1500 psi.

To date four of these propellant fill valves (which may

also be used for gas fill) have successfully passed proof,

pressure drop, handling shock, and low temperature and

humidity tests. Two leaked after the high temperature

and humidity test and one after a salt fog test. The
seats of the valves that leaked were coined wider than

normal due to pressure from the ball. It is assumed that

reduction in unit pressure on the seat was responsible

for the leakage.

From these failures it can be deduced that seat pres-

sure is a critical factor with this component. Work is

continuing to determine what this pressure should be

and how to improve the general reliability of the valve.

6. Combustion Device Development, w.,. Tyler

Pyrolytic graphite (PG) is being investigated as a

promising material for use as the ALPS system radiation-
cooled thrust chamber material.

Successful demonstration tests with a 100-1b thrust

injector and free-standing PG chamber assembly were

reported in Refs. 3 and 4. The results of these tests indi-

cated a problem of nonsymmetrical local erosion of the

chamber, apparently due to the arrangement of the 10

pairs of orifices in the test injector assembly. This orifice
arrangement places the orifices in rows across the cir-

cular face of the injector rather than in a circular sym-

metric pattern. To reduce the nonsymmetrical heat and

mass distribution, a new injector assembly was designed

and fabricated with 10 doublet elements and long orifices

(L/D = 100). Six elements were circularly spaced around
four elements in two rows in the center area of the

injector.

Short duration testing of this new water-cooled injector

assembly with nitrogen tetroxide hydrazine propellant

combination has yielded a characteristic velocity of 5500

ft/sec at a mixture ratio (Wo/Wf) of 1.17 to 1.21 and a

chamber pressure range of 145 to 151 psia. Preparations

are being made to test this injector with an ablative

thrust chamber. The resulting erosion pattern will be

compared with the results of a similar test made with

the original 100-1b injector before firings in a PG cham-

ber are attempted.

Two short duration tests have been conducted with

the ALPS Mod III pyrolytic graphite chamber assembly
at the 2000-1b thrust level. These tests were run with a

21-element splash plate injector assembly using a pro-

pellant combination of nitrogen tetroxide and 50-50 fuel

blend of unsymmetrical dimethylhydrazine and hydra-

zine. The duration of the tests was limited by the fact

that the heavy-weight mild steel iniector face and splash

plate were uncooled. Test duration was sufficient, how-

ever, to obtain steady-state combustion.

Both tests were run at 148-psia chamber pressure, at

a mixture ratio of 1.62, and produced c* figures of ap-

proximately 5500 ft/sec. The duration of the first test
was 21_ sec and that of the second test was 4 l& sec. After

this total firing time of 7 sec, there is no obvious erosion

of the chamber wall nor damage of any kind to the

chamber assembly.

Tests with longer duration firing times are anticipated

and will be conducted as soon as an adequately cooled

splash plate and injector are available.
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Xl. Advanced Propulsion Engineering

A. Liquid MHD Power Conversion
D. Elliott, D. Cerinl, D. O'Connor, and E. Weinberg

The long lifetimes required of electric-propulsion

powerplants make nonrotating cycles attractive. A non-

rotating powerplant under investigation at JPL is the
liquid magnetohydrodynamic (MHD) system shown

schematically in Fig. 1. In this cycle a fluid, such as

cesium, circulates in the vapor loop and causes a liquid

metal, such as lithium, to circulate through an MHD

generator in the liquid loop. The cesium leaves the radiator

as condensate, flows through an electromagnetic (EM)

pump to the mixer, vaporizes on contact with the lithium,
atomizes and accelerates the lithium in the nozzle, sep-

arates from the lithium in the separator, and returns to
rl"_ 1 1,.1 • 1 ._

die radiator, lne nmlum leaves the separator at m_la

velocity (typically 500 ft/sec), decelerates through the

production of electric power in the MHD generator, and

leaves the generator with sufficient velocity (typically 300

ft/sec) to return through a diffuser to the reactor where
the lithium is reheated.

Results of nozzle, separator, and diffuser tests with

nitrogen and water, and of generator tests with NaK,

were reported in Refs. 1-5. The initial phase of feasibility

evaluation has now been completed with the achieve-

ment of closed-loop operation and constant-pressure

power generation.

IQUID LOOP

REACTOR 9

Fig. 1. Liquid MHD power conversion cycle
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Fig. 2. Modified separator cone 

Closed-loop operation was obtained with the addition 
of a secondary flow return slot and annular diffuser to 
the straight conical separator described in Ref. 4 (Fig. 2). 
Fig. 2 shows the separator cone with these two modifica- 
tions. The secondary injection slot reinjects the flow from 
the secondary capture slot, and the converging-diverging 
annular diffuser provides the pressure for returning the 
primary liquid flow to the injector of the two-phase 
nozzle. 

I .  Secondary Injection Theory 

The reinjected secondary flow enters at less than 20 
ft/sec. This reduces the velocity of the main flow, but 
by less than the percentage of injected flow, since skin 
friction is also reduced. The actual reduction to be ex- 
pected can be calculated by applying the momentum 
equation to the situation illustrated in Fig. 3. A two- 
phase jet of velocity V, and liquid flow rate m, impinges 
at angle e on a truncated cone of projected area An. 
Liquid of flow rate ml and velocity V, is already flowing 
along the cone. The velocity V, of the combined flow 
nil + h, leaving the cone is to be determined. 

- 

Fig. 3. Nomenclature for conical separator analysis 

At a particular projected area A along the cone the 
velocity is V and the flow rate is &. The surface area 
for a further increment dA of projected area is dA/sin 8. 
Hence the retarding force on the liquid due to skin 
friction in this increment is 

where C, is the skin friction coefficient and p is the liquid 
density. 

The momentum of the flow entering increment dA is 

dA m, vn cos 6 
An 

M i ,  = hV + 

The momentum of the flow leaving increment dA is 

(3) 

With no pressure variation along the cone, 

M i n  - Mout dF (4) 

Substituting Eqs. (l), (2), and (3) into Eq. (4), the 
differential equation for the velocity variation along the 
cone is 

where 
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Integration of Eq. (5) yields the following expression

for the separator exit velocity V2:

V_ x(1-a) Vo+(Vo+aX)V1
= aVo+X+(1--a) V1 (7)

where

rhl ,) <1+40/tano_'/2a= rh,¥rh (8)

4 Q '_ 13 (9),,.= [(,+tan, ,+

V_ sin O 4 Q ,_v, _ 1]Vo- B_ [(l+tane/ (lo)

It can be seen from Eq. (7) that the separator exit

velocity with no initial flow (a -- 0) is simply Vo.

2. Secondary Iniedion Tests

The separator velocity reduction with secondary in-

jection was determined experimentally from the small

changes in thrust of the liquid leaving the capture slot

as secondary flow was injected. Fig. 4 compares these

reductions with the values calculated from Eq. (7) for

nozzle liquid/gas mixture ratios of 20, 40, and 62. Both

the theoretical and experimental results, which agree

within the accuracy of the data, show that the velocity

reduction is 50-70% of the secondary injection fraction.
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Fig. 4. Comparison of experimental and theoretical

velocity reduction due to secondary injection
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Injection of an equal volume of nitrogen with the

secondary flow had no significant effect on the separator

velocity.

3. Annular Diffuser Performance

The annular diffuser was added by machining a con-

verging section, throat section, and diverging section into

the existing capture slot (Ref. 4, Fig. 2). One wall of the

diffuser is visible in Fig. 2. With the capture slot inlet

set at a 0.1-in. gap the diffuser had a contraction area

ratio of 0.75 and a throat length/gap ratio of 15, values

found in previous tests of rectangular diffusers (Ref. 4)

to give the best efficiencies at the desired inlet gas/liquid
volume ratios.

Fig. 5 presents the measured efficiency of the annular

diffuser (ratio of maximum discharge pressure to inlet

isentropic stagnation pressure) as a function of inlet gas/

liquid volume ratio. The data was obtained at inlet

velocities between 220 and 300 ft/sec, liquid flow rates

between 100 and 180 lb/sec, and inlet slot widths of

0.1 (contraction ratio = 0.75) and 0.121 in. (contraction

ratio = 0.82). As shown in Fig. 5, the efficiency depended

mainly on inlet volume ratio, varying from 75% at 0.9
to 57% at 3.4.

For comparison, Fig. 5 also shows the efficiencies of

the best rectangular diffusers tested previously (Ref. 4)

and the efficiencies reported in Ref. 6 for volume ratios

near zero. It is seen that the best two-phase diffuser

efficiencies obtained to date can be represented by a

straight line from _ -- 0.86 at a volume ratio of zero to

'1 -- 0.50 at a volume ratio of 4.0. These efficiencies are

satisfactory for early conversion system operation, but an

increase of 1 or 2 percentage points in cycle efficiency

0.9
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G o.r
E
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0 ANNULAR DIFFUSER

A RECTANGULAR DIFFUSERS

0

c---...
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GAS-TO-LIQUID VOLUME RATIO AT DIFFUSER INLET

Fig. 5. Two-phase diffuser efficiencies
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would be possible if diffuser efficiency could be main-
tained at 80-85% out to a volume ratio of 2.0. Diffuser

studies aimed at such an improvement are continuing.

4. Closed-Loop Operation

The discharge pressures with the annular diffuser ex-

ceeded the liquid injection pressure of the two-phase

nozzle at all mixture ratios from 20 to 62. The margin

was greatest with a 0.l-in. capture slot and a mixture
ratio of 20; at this condition the diffuser discharge pres-

sure was 288 psia and the nozzle injection pressure was

168 psia. With a 0.121-in. slot the discharge pressure was

250 psia, and when secondary flow return lines were

added for returning the 2.3% secondary slot flow, the

discharge pressure dropped to 241 psia. This provided

a 73-psi margin for returning the main flow to the in-

jector. (In a conversion system the generators upstream

of the diffuser would reduce this margin to about 10 psi.)

The system was then connected for closed-loop opera-

tion, as shown in Figs. 6 and 7. Six 1.5-in. return lines

were connected from the diffuser outlet to the injector

inlet through check valves to prevent back-flow during

starting. The main pump provided starting flow through
three 1.5-in. lines with check valves to prevent back flow

after starting. A throttling valve was provided for dump-

ing the diffuser discharge flow prior to switching to

closed-loop operation. Makeup water flow (about 1.0

lb/sec) to compensate for the water lost with the nitrogen

exhaust was provided from an auxiliary pump through a

pressure regnlator.

To start the system, the makeup pressure regulator was

first set to the desired starting pressure (about 85 psia),

and the auxiliary pump was started, providing about 5

lb/sec of water flow through the open regulator. The

nitrogen was then turned on full flow (typically 4.3 Ib/sec

corresponding to an operating mixture ratio of 30), and

the starting water flow rate was set at 60 lb/sec, the

lowest value permitting closed-loop operation. The

throttle valve was then closed gradually until the dif-

fuser discharge pressure exceeded the injector inlet pres-

sure, causing the return line check valves to open. Further

closing of the throttle valve, accompanied by reduction

of the main pump flow, caused an increasing proportion

of the injector flow to be supplied from the return lines.

Finally, the throttle valve was fully closed, the main

pump was turned off, the start line check valves closed,

and closed-loop operation was established at partial flow.

To reach the desired operating point (typically a water

SECONDARY FLOW
RETURN LINE

(6)- ='{,'_

L THROTTLE
VALVE

FROM AUXILIARY
_N _L!N2 EXHAUST PUMP_

SEPARATOR _,

MAKEUP LINE--_

PRESSURE REGU LATOR-_.._

N2 LINE (6_

J ,NOECTO 

_-RETURN LINE (6)

ANNULAR DIFFUSER

CHECK_

VALVES "-_" LI']J

START LINE (5)_[J

FROM MAIN PUMP _1_

Fig. 6. Piping arrangement for closed-loop tests

flow rate of 130 lb/sec and mixture ratio of 30) the pres-

sure regulator was reset to 150 psia. This caused the

makeup flow to exceed the liquid loss until enough water

inventory had been added to establish the new oper-

ating point. The water inventory at the operating point
was about 120 lb.

Operation under closed-loop conditions was found to

be smooth and stable, and any operating point within

the closed-loop range could readily be reached by vary-

ing the nitrogen flow rate and the makeup feed pressure.

The system is now being modified for closed-loop tests
with NaK.

5. Constant-Pressure Generator Test

The cycle of Fig. 1 requires approximately equal inlet

and outlet pressures from the MHD generator. Power is

derived from deceleration of the liquid. To confirm the

feasibility of this mode of operation, a NaK generator was

tested which was identical to the generator described in

Ref. 5 except that the flow channel was divergent, with

an area ratio of 2.0, instead of straight. In preliminary

tests an output power of 3.0 kw (10,000 amp at 0.3 v)

was obtained at zero pressure differential with 207 ft/sec

NaK inlet velocity. The efficiency (ratio of electric output

power to fluid kinetic power change) was 46%, 4 per-

centage points below the theoretical value.

A failure of the insulation coating occurred when a

higher power level was attempted. The generator is now
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Fig. 7. Closed-loop system 

being modified to minimize heating of the insulation and 
to eliminate a pressure peak near the inlet which may 
have reduced the e6ciency. 

6. Hectricul Conductivity of Two-Phase Mixtures 

Because the separator does not remove all of the vapor, 
the MHD generators in a conversion system will employ 
a two-phase mixture. This is desirable as well as neces- 
sary because the conductivity of the two-phase mixture 
can be varied through void fraction changes to reduce 
shunt end losses. 

The conductivity of two-phase NaK-nitrogen mixtures 
has been measured at the velocities and void fractions 
of interest, using the apparatus shown in Fig. 8. NaK 
was injected into a 1.58- X 0.56-in. duct through a bundle 
of 150 hypodermic tubes at a velocity of 260 ft/sec. 
Nitrogen was injected between each tube to provide a 
two-phasc mixture of 0.69 void fraction. The electrical 
conductivity of the mixture was determined by passing 
a &-amp current in the 0.56-in. direction between 
1.0-in.-D copper electrodes flush with the insulated duct 

Fig. 8. Two-phase conductivity apparatus 

walls. The voltage difference between the electrode faces, 
corrected for induced emf s, gave the mixture conduc- 
tivity. After leaving the first conductivity cell, the mix- 
ture entered three narrower cells wherein the mixture 
was successively compressed to void fractions of 0.61, 
0.50, and 0.29. 
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The measured ratio of mixture conductivity to liquid
conductivity is shown as a function of void fraction in

Fig. 9 and compared with the theoretical values of Ref. 7

derived for a cubical array of spherical gas bubbles up

to closest packing. Also shown are nitrogen-water con-

ductivity values obtained with the same apparatus using

1000-cps ac voltage. With both water and NaK the con-

ductivity appears to follow the theoretical curve to

closest packing, beyond which the conductivity drops to

less than 10% of the liquid conductivity at the highest
void fraction employed.

An additional effect was observed at the two higher

void fractions where increasing the nitrogen flow rate
(raising the conductivity-cell pressures but not the void

fraction) lowered the conductivity. Values at two different

nitrogen flows are indicated in Fig. 9.

7. Solubility of Cesium in Lithium

The solubility of cesium in lithium up to 2100°F has

been determined under JPL contract by MSA Research

Corporation (Ref. 8). The method of measurement was

the same as employed for the lower temperature mea-

surements reported in Ref. 9 except that Cb-l% Zr

capsules were used. Fig. 10 shows the combined result

of both studies. It is seen that the results are favorable

for the operation of a Cs-Li conversion system in that the

solubility is only about 7.5% at 2000°F.

_J

I---

+ 8

8
F-

F-

_ 4

f.-
--I

-J
0

2

1400

/
/

J

1500 1600 1700 1800 1900 2000 2100

TEMPERATURE, *F

Fig. 10. Solubility of cesium in lithium (MSA)

MSA also investigated the solubility of potassium in

lithium. Their measurements indicated that potassium is
about 10% soluble in lithium at 1500°F and about 15%

soluble at 1800°F, values too large to make this com-
bination of interest.

8. Estimated Cycle Efficiency and Weight

The new Cs-Li solubility values permit a refined esti-

mate of the efficiency of a 300-kw Cs-Li powerplant with

2000°F nozzle inlet temperature. The estimate, shown in

Fig. 11, is based on the same assumptions discussed in

Ref. 2, p. 115. Two of these assumptions are 85% diffuser

efficiency and 70% generator efficiency, representing im-

provements over the values obtained to date. Fig. 11

shows a peak efficiency of 5.7% at a radiator temperature
of 1250°F.

The variation of isothermal radiator area with radiator

exit temperature, for an emissivity of 0.9, is shown in

Fig. 12. The isothermal area is the area obtained when

the radiating temperature is everywhere equal to the
local fluid temperature; a minimum-weight finned radia-

tor is 25-50% larger. The areas in Fig. 12 include the

effect of lithium condensation and cesium vapor cooling
in parts of the radiator hotter than the exit. It is seen

that the radiator area reaches a minimum of 3.0 ft2/kw(e)
at about 1400°F.

Weight estimates were made for a powerplant deliver-

ing 300 kw at 5000 v dc using a de-to-de converter with

20-v input from the MHD generator. The latter voltage
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Table 1. Estimated weight of a 300-kw(e) liquid MHD

powerplant (unshielded)

Weight, Specific weight,

Component Ib Ib/kwie)

Dc-to-dc converter 2500 8.3

Conversion system 2000/3500 6.7/11.7

Reactor 1500/3500 5.0/11.7

Radiator 2300/3900 7.7/13.0

Total 8300/13,400 28/45
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Fig. 12. Estimated radiator area of cesium-lithium
cycle

is about the highest that a series arrangement of de MHD

generators can be expected to achieve with 70% effi-

ciency. Induction ac generators are promising with liquid

metals but are not considered in the present estimate.

The studies reported in Ref. 10 indicated that a 20- to

5000-v converter would have an efficiency of 86.5% and

a specific weight of 8.3 lb/kw. Hence the input power

required for this application is 347 kw and the converter

weight is 2500 lb. This and the other weights are sum-
marized in Table 1.

A weight analysis of the conversion system (nozzle,

separator, diffusers, cesium EM pump, piping, and gen-

erators, including magnets and bus bars) yielded a

weight range of 2000--3500 lb, using Cb-l% Zr with

1000-psi maximum stress, uncooled copper bus bars and

magnet windings, and iron magnet poles. This weight
cannot be better defined until further generator work

has been done, and both values are given in Table 1

representing upper and lower estimates.

With 5.7% cycle efficiency, the required reactor power
is 6100 kw. It is estimated that a lithium-cooled reactor

of this size specifically designed for the high-burnup

requirements of electric propulsion, such as the one de-
scribed in Refs. 11 and 12, would weigh 1500 lb. It is

estimated that a more conventional design would weigh

about 3500 lb.

The isothermal radiator area from Fig. 12 is 3.3

ftZ/kw(e), or 1150 ft 2 in the present case. Two estimates

of radiator weight were used, a value based on the

advanced spacecraft design described in Ref. 13 and a

higher value based on the more conservative design of

Ref. 14. Ref. 13 employed a minimum weight radiator
for which the actual area was 1.5 times the isothermal

value; the corresponding area in the present case is 1720

ft 2. The radiator weight in Ref. 13 was 1.35 Ib/ft 2, giving

a weight of 2300 lb here.

Ref. 14 employed a radiator of 1.26 times the isothermal

area, corresponding to 1450 ft 2 for the MHD system. The

Ref. 14 weight was 2.7 lb/ft z (after subtracting NaK

inventory, since direct condensing is assumed here),

yielding 3900 lb in the present case.

Adding these weights, the total unshielded powerplant

weight would lie between 8300 lb [28 lb/kw(e)] and
13,400 lb [45 lb/kw(e)]. The shield weight depends

strongly on the spacecraft configuration and would be

2000--4000 lb for integrated neutron and gamma doses at

the payload of 1018 n/cm z and 109 ergs/g (c), respec-

tively.

9. Insulator Compatibility Tests

After a 500-hr exposure to lithium at 2000°F, four

Cb-l% Zr capsules containing Y=O3, Sm203, CaO, and
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ThO2, respectively, were opened. The Y20,_ sample

showed a minor amount of dissolution. Microscopic ex-

amination of a sample cross-section indicated no change
in its crystalline structure when compared to an unex-

posed sample, but showed a small number of voids at

its outer edges.

A cross-section of Sm._,O:_ revealed outer and inner

layers of material. Microscopic examination showed large
voids and changes in the crystalline structure of the

outer layer. The inner layer, however, seemed unchanged

when compared to a cross-section of unexposed material.

The inside of this test capsule was blackened. From
these results, it was concluded that mass transfer had

occurred, although this has yet to be confirmed by chem-

ical analysis.

Results of a microscopic examination of the ThO.,

sample are not available as yet. Visual examination, how-

ever, indicated no dissolution since all the corners and

edges of the sample remained sharp. The inside of the

test capsule appeared clean, indicating that no mass

transfer had occurred, although this also remains to be

confirmed by chemical analysis.

Of all the samples tested, only CaO disintegrated. It is

impossible to determine, at this point, whether this was

caused by the lithium or by water vapor which acci-

dentally entered the welding chamber and came into

contact with all the samples for an extended period prior
to the closure welding of the test capsules. All the sam-

ples were darkened considerably during exposure to

lithium. These tests will be repeated with heated and

evacuated samples to determine whether this discolor-

ation is caused by the reaction of the lithium with the air

and water on the surface of the sample or by lithium
attack.

10. Separator Erosion Test

In order to simulate the erosion caused by a stream of

high velocity lithium droplets at 2000°F impinging on a

Cb-1% Zr separator, a small separator cone, made of an

aluminum ahoy having mechanical properties at room

temperature that are similar to those of Cb-1% Zr at

2000°F (e.g., yield strength, ultimate strength, and hard-

ness), was placed in a jet of 450-ft/sec water droplets.

The cone initially had a 0.375-in.-D flat tip. This shape

was used since previous tests had shown that a cone tip

having a sharp point was flattened rapidly by erosion

until a "critical diameter" was reached beyond which

erosion proceeded at a much slower rate. After a run of

430 hr, the mass loss with the blunted tip was 0.085 g.

If this rate were to continue for 10,000 hr, the total loss

would be about 2 g, an acceptable amount.
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SPACE SCIENCES DIVISION

Xll. Space Instruments Development

Ao A Gas Chromatograph for the
Analysis of the Martian

Atmosphere
C. Josias, L. Bowman, and H. Mertz

In anticipation of future missions providing capsule

entries into the atmosphere of Mars, a two-phase

program for the development of atmospheric analysis

instrumentation using gas chromatography has been un-

dertaken. The initial phase is the development and con-

struction of a scientific feasibility model applicable to a

Mars mission. This model is currently under constDletion,

and after its completion and evaluation, its performance

will be reported in one of the forthcoming issues of the

SPS. The second phase requires the formulation and

construction of an engineering model of a flight-type
instrument.

This report describes electronics for the signal process-

ing and sequencing sections of an instrument proposed

for use in a Mars' atmosphere capsule mission. The in-

strument proposed 1 was described as a device to be

used in a Mariner 1966 mission, should this mission

utilize a capsule. The scientific feasibility model presently

under development will justify and prove premises stated

in the submitted report and will be followed by develop-

ment of an engineering model of an instrument whose

electronics will be patterned after those described here.

The basis upon which the referenced instrument was

proposed was a set of informal and highly speculative

1Lipsky, S. R. (Yale University Medical School), Bentley, K.,
Bowman, L., Josias, C., Mertz, H., Wilhite, F., "Mariner B 1966
Mission: Analysis of the Atmosphere of Mars by Gas Chroma-
tography Instrumentation," proposal submitted to Space Sciences
Division by S. R. Lipsky, November 15, 1963.
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guesses on mission constraints. Probably the most perti-

nent, and at the same time most restrictive, assumptions

were that (1) analysis time for the case of fastest descent

would be less than 60 sec, and (2) total capsule data
returned to Earth for the same descent condition would

be 150 bits, 50 of which were to be allocated to this

experiment. The following aspects of a Mars atmospheric

chromatograph are presented in this report with the

associated requirements imposed by the two basic as-

sumptions:

(1) Instrument design parameters

(2) Signal processing electronics

(3) Programming

(4) Data considerations

Since the low data volume problems encountered

by the chromatograph would similarly be encountered by

many spectrographic instruments with the same data

restrictions, special attention is called to the section of

this report on data, where a method of wide-range data

compression for spectrographic outputs is proposed.

1. Electronics for Programming, Signal

Processing and Data Handling

In remote applications of gas chromatography such as

the one described here, in which severe data restrictions

are imposed, one cannot rely upon customary visual

analytical techniques for identification of constituents

and measurement of their values. If data capacity is

insufficient to reconstruct the chromatogram, the output

peaks must be described by such minimal information as

retention time and peak height or peak area. The follow-

ing sections will discuss some factors and parameters

which affect the design of the electronic portions of a

chromatographic instrument and will also indicate the

capabilities of available elements.

a. Design parameters for signal processing

Dynamic range. This section is concerned with range

requirements for those electronics performing quantita-
tive measurements.

(1) Detector range. The cross-section detector has ap-

proximately a five-decade current rangs such that

Is llyl. _
10 -3,_ < _ <

where I8 = signal current

where IRL = baseline current

and upper and lower limits are determined by

100% concentration and noise conditions, respec-

tively. The minimum electrometer range require-

ment for linear reproduction of all detector peaks
is therefore five decades.

(9,)Effects of sample pressure. If the chromatograph

maintains its strictest resolution requirements over

a specified range of sample pressures, the chromato-

gram will then be most accurately described by

integral measurements. Consider, then, the quanti-

tative dynamic requirements produced by a pres-

sure range of 30:1 (a 10:1 spread in estimates of

surface pressure extended by a factor of three to
account for initial samples being taken at scale

height). If this were the case and the instrument

were designed to accommodate the lowest expected

sampling pressure (i.e., the minimum surface value

divided by 3), the usable integrating range should

be larger than the linear detector range by a factor

roughly equal to the ratio of acceptable pressures.

An electronic integrator would consequently require

a minimum dynamic range of 6.5 decades.

Noise and standing current. The noise content of the

detector or detectors supplying current to an electrometer

determines the threshold sensitivity required, if it is

desired to measure signals just discernible in the noise.

If sensitivity were equated with noise, the electrometer

instability as described by its summing-point voltage

drifts, input leakage currents, amplifier noise, and drifts

in baseline compensation should be no greater than 10 -1_

amp, the noise estimate for a single representative cross-

section detector at a bandwidth of 0.1 cps.

The standing current (baseline) and its variations are

principal parameters upon which the design of corrective

stabilization electronics is based. Consider the example

of two dual cross-section detectors each having baselines

of 10 -9 amp and thermally induced drifts of 0.02%/°C.

If temperature were the only consideration in baseline

drift, the aggregate variation over 100°C for two iden-

tical detectors would be 4%, or 4 )< 10 -11 amp. Allocat-

ing half of the electrometer system instability to the

baseline compensation, it is seen that a corrective factor

of 800 must be applied during the analysis cycle.

Form factor. The form factors, or variations in geom-

etry of peak waveforms, provide important requirements

for the electrometer and the signal-processing electronics.
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Fig. 1. Peak-height measurement system

The speed of response requirement, for instance, will be

determined by the narrowest predicted peak. The widest

peaks determine differentiating gain and eventually the
threshold currents at which automatic retention time and

peak-height readings are made. The maximum and mini-

mum values of peak width at half-height that will be

used for the prototype design will be 1 and 12 sec,

respectively.

b. Description of signal processing electronics

Peak height. To measure peak height, as shown in

Fig. 1, the chromatogram is first developed in the

baseline-stabilized, automatic range-switching electrom-

eter. The signal is then differentiated and transferred to a

discriminator where zero crossings are extracted (Ref. 1).

The discriminator uses a controlled hysteresis charac-

teristic in such a way as to exclude differentiated noise.

Firing is set at moderately regulated nonzero levels and

reset occurs precisely at zero. The timing pulse thus

obtained is used to simultaneously trigger the time-base

measurement and initiate the analog-to-digital (A-to-D)

conversion. Circuitry will be provided to exclude

false peaks produced by scale changes, and electrometer

scale readout will occur even if the peak occurs immedi-

ately after scale change and the peak is still not read
out. Elements shown in this block diagram that are

usually associated with data systems may actually appear

at either side of the instrument--data-system interface. Of

prime importance though, is the desire to quantize and

read out values to storage buffers on instrument command.

Peak integration. Fig. 2 illustrates generally how the

electrometer amplifier would be used in an integrating

application. Were there no scale changing, the mecha-

nization as shown would be adequate with few embel-

lishments. The diagram omits many of the automatic

pulse-timing electronics shown in Fig. 1, which are also

implicit in the integration method. Also required are

logic elements to prevent readouts during scale-switching
transients.

c. System elements

Electrometer for linear reproduction of the chromato-

gram. The electrometer system proposed for this instru-
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Fig. 2. Partial block diagram of peak-integrating electronics

ment is of the dynamic capacitor variety. It utilizes a
carrier-type DC amplifier and is similar to units flown on

Rangers 1 and 2 and Mariner 2 (Ref. 2). Some of its
characteristics are as follows:

Input leakage current, amp

Voltage stability, _v/°C

Rise time (10 to 90%), msec

Rate limit, v/sec

Absolute DC accuracy

(with perfect feedback elements), %

0-15

70

100

100

0.1

Automatic range switching of three resistors (Fig. 1) is

accomplished by a scale factor device (Ref. 3) whose
switching thresholds are as follows:

Electrometer

output

Resistor voltage,

V

10 '1 0.01" to 10

109 0.1 to 10

10 _ 0.1 to 10

Corresponding

input

current,

amp

I0 -13=to 10 -'°

10 -1° to 10-"

10-" to 10 -_

Dropout

voltage,

V

b

0.05
0.05

Dropout

current,

amp

b

5 X 10 -_1

5 X 10-'

* Electrometer threshold

b Not applicable

Baseline stabilizer. Two methods have been developed

for compensation of baseline drift. The first technique
maintains constant linear servo control of the electrom-

eter against changes in detector baseline (Ref. 1). This

is especially effective with short-term drifts such as

might occur with limited temperature control during the

transient conditions of atmospheric entry. The second

technique performs linear feedback control up to the

start of analysis, at which time the baseline compensa-

tion is supplied by a pre-analysis stored voltage (Refs. 4,

5). This kind of operation assumes negligible drift in

detector baseline during the analysis period.

Both systems have the capacity for correction of drifts

up to 10% of the nominal baseline current. The linear

feedback method as presently constructed can compen-

sate for maximum drifts of 10 -11 amp/min. Its undershoot

error due to rate-limited integration of chromatographic

peaks is also 10 -11 amp/min. The gated-capacitor storage

system has a storage decay corresponding to 2 X 10 -12

amp/hr. During linear pre-analysis control, it reduces

baseline drift by a factor of 1000.

Integrating electrometer. The principal factor deter-

mining the feasibility of a Miller-type integrator in this
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Fig. 3. Leakage diagram of Miller integrator

application is the ability of the circuit to retain accu-

rately the integrated information. Consider the integrator

in Fig. 3. The total discharge current is given by

Io : 11 q- 12 + I3.

The discharge due to capacitor leakage resistance (I3)

can be approximated for the worst case by integrating

an equivalent rectangular chromatogram having a width

of 20 sec. The decay in this idealized case may be ex-

pressed as follows:

t

Decay -- 2rl

where rl : C fRy.

A specification that decay not exceed 1% of the ideal

integrated value at the end of 20 sec requires a minimum

capacitor time constant (TI) of 1000 sec, a modest re-

quirement for high-quality Teflon dielectric capacitors.

The following table illustrates the effects of a constant

aggregate leakage current (I1 + I2) of 10 -14 amp on a

20-sec integration:

CI, f AVo, v

10 -6 2 X 10 -r

10- 8 2 X 10 -0

10-1° 2 X 10-3

Sequencer and programmer. A sequencer will be

needed to activate the chronmtograph, initiate the cali-

bration functions, and coordinate these functions, where

necessary, with the capsule data conditioning system. A

programmer will be used to initiate the repetitive func-

tions required in the chromatographic analysis sequence.

The sequencer and programmer events will occur ap-

proximately as follows:

Sequencer

(1) Sequencer reset command

(2) Read electrometer output

(3) Initiate programmer sequence

(4) Inhibit sample valve

(5) Activate peak simulator

(6) Open gas vent

(7) Activate carrier flow

(8) Activate oven

(9) Activate calibration sample after equilibrium is
attained

(10) Initiate programmer sequence

(11) Inhibit sample valve

(12) Initiate programmer sequence for first sample run

(13) Repeat initiate programmer sequence

Programmer Sequence

(1) Read out column-detector temperature

(2) Zero electrometer

(3) Open baseline compensation loop

(4) Activate sample valve

A command from the capsule data system will be re-

quired to start the sequencer when capsule power is

turned on (Fig. 4). Another command will tell the se-

quencer when to begin the sampling sequence. The clock

that operates the logarithmically compressed binary
scaler will also be used as the time base for the

sequencer and programmer

d. Data

Format. The allocation of data within this experiment

is shown in a first-guess form in Table 1. It has been

arbitrarily assumed that the compositional experiment
will be assigned 50 of the 150 data bits available after

acquisition of phase lock in the minimum time-to-impact

case. The distribution of data bits includes temperature,

identification, parity, electrometer scale, peak amplitude

(height or area) and retention time.
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Table 1. Possible allocation of bits for first analysis (worst case)

Column-detector Identification Electrometer
No. of Amplitude, Time,

temperature, and parity, range, Total
peaks bits bits bits bits bits

4 5 5 2/pk (8) 4/pk (16) 4/pk (16) 50

3 5 5 2/pk (6) 6/pk (18) 5/pk (15) 49

Data quantization accuracy. Since it is imperative that

maximum efficiency be made of data capacity, nonlinear

quantization is proposed for both the A-to-D converter

and the time-base system. An exponential program simi-
lar to the one recommended in Table 2 was indeed used

in the electrostatic deflection system in the Mariner 2

solar plasma instrument (Ref. 2). Accuracies of both

nonlinear and linear quantization systems are shown in

Tables 2 and 3, respectively, and the conventional linear

technique does not compare favorably.

Table 4 shows accuracy figures for an exponentially

quantized time base. The time base could be provided

by a D-to-A converter or by a precision ramp generator.

The time-base voltage is then digitized into the required

number of bits (4 or 5 as suggested in Table 1) when

Table 2. Three-decade (0.01 to 10 v) exponential

analog quantization accuracy

Bits
Quantizing

levels

15

31

63

127

255

Quantizing

levels/decade

5

10

21

42

85

3-decade

quantizing

uncertainty, %

-I-23

-I-I 1.5

-_- 5.7

"+3

-w- 1.5

the A-to-D converter is commanded by the peak-sensing
electronics.

Data priority. It is proposed that all peaks be read into

a buffer storage in their sequence of acquisition by the
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Table 3. Two-decade (0.1 to 10 v) linear quantization

accuracy

Bits
Quantization

10v, % 1 v, % 0.1 v, %
interval, v

4 0.67

5 0.32

6 0.16

7 0.08

8 0.04

-I-3.3

"4-1.6

-----0.8

-I-0. 4

"4-0. 2

-_-33

-t-16

±8

-----4

±2

m

m

-t-40

--t-20

Table 4. Two-decade (0.5 to 50 sec} exponential

quantization of time base

Bits
Quantization

levels

15

31

63

127

255

Quantization

levels/decade

8

16

32

64

128

2-decade

quantization

uncertainty, %

-+-14.5

-t- 7.4

_- 3.5

-4- 1.8

----- 0.9

chromatograph and on command from the instrument at

the time of peak acquisition. Since the first analysis

should be completed at least 150 sec before earliest

impact, it is suggested that

(1) The buffer storage have the capacity to store at

least six peaks,

(2) Data not be commutated to the telemetry link until

the analysis is complete,

(3) Three or four peaks be read out after the first

analysis,

(4) Peaks be read out in amplitude priority basis, and

(5) Additional peaks be transmitted on subsequent

analysis if time permits.

e. In.flight electronic calibration

A certain amount of useful information about the

instrument can be acquired during interplanetary cruise.

Electronic calibration may be performed by generating

triangular current waveforms against which amplitude
and time measurements can be made. The health of de-

tector ionization sources can also be determined by
measuring detector baselines. This measurement can be

made in either the presence or absence of carrier gas.

2. Summary

The capabilities of the electronic circuits described

here have been demonstrated in the form of refined,

experimental breadboards. These circuits, which are key

elements in the instrument, have been successfully

adapted to the gas chromatograph, and are capable of

handling the fast, wide-range analyses that would be

available from the column-detector system described in

the submitted proposal.
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XIII. Space Instruments Systems

A. Carrier Collection and Spectral
Response of Radiation Detectors

R. Y. Wong

During early phases of the Mariner Mars 1964 program

it became evident that a more complete understanding

of the parameters affecting the performance and char-
acteristics of radiation detectors would be of assistance

in defining the various parameters of the detectors re-

quired for performing the specified tasks. This summary

describes a portion of the work performed in this area.

When radiant energy is incident at the surface of a

p-n junction semiconductor detector, photons of the

proper energy levels penetrate the device to generate

electron-hole pairs. Diffusion of the electron-hole pairs

due to density gradients and the collection of minority

carriers near the junction give rise to a current flowing
across the junction. Not all of the minority carriers gen-

erated are being collected by the junction; only carriers
created within the diffusion length are capable of con-

tributing to the output current. Other carriers diffuse

away from the junction and recombine at the surface or

deep inside the detector. The fraction of carriers being

collected determines the collection efllciency of the de-

tector; i.e., the ratio of collected carriers to the total num-

ber of carriers generated.

1. Collection Efficiencies

To derive the expressions for collection efflciencies, a

model of the p-n junction detector is shown in Fig. 1,

with the junction depth as a and the depth of the bulk

layer as b-a. The appropriate equation for the minority

electronic carrier n in the p layer has the form of:

_n n

Ot rn
+ f + D, div grad n + _, E • grad n

(i)

where the first term of the right-hand side denotes

the recombination rate of the minority carrier in excess

of the equilibrium density and the second term repre-

sents the volume-density excitation rate of carriers pro-

duced by the radiation. The third term is the diffusion

rate into or out of the layer and the fourth term is the
drift rate of the carrier due to the built-in electric field.
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density of the incident photons. The general solution for

Eq. (2) has the following form:

--_1.- x

Fig. 1. Analytic model of the detector

If the detector is examined under those conditions for

which the volume generation of minority carriers can be

considered to be uniform, a one-dimensional analysis can
be used. This one-dimensional model is valid if the de-

tector length and width are large compared to the diffu-

sion length for the minority carriers. If the detector is

operating at a sufficiently low input energy level, the

electric field generated is small and the drift rate of

minority carriers due to this field is negligible when com-

pared with that due to diffusion. It is further assumed

that the space charge neutrality law applies and the

detector is operating in the steady-state. With the above
conditions taken into consideration

_n d2n
0t-0'divgradn- dx z , E =0,

and therefore Eq. (1) becomes

D den n
"--d-P-+ f - o (2)

"t n

where

D, = diffusion coefficient of the free electrons

r, = lifetime of the electrons

f = a (x) No exp [-a (X) x]

a(;t) is the absorption coefficient as a function of the

wavelength of the incident energy, and No is the current

n=Aexp(--_)+Bexp(---_)

where

 (x)N0

1o. - (x)

exp [-a (x)x]

(3)

L. = (D. r.) _

L, = diffusion length of free electrons

Similar equations can also be obtained for the hole, p,

in the n-layer with Dp in place of D_ and Lp in place of

Ln. The coefficients (i.e., A and B in Eq. (3)) can be

determined from the boundary conditions. At x = 0,

surface recombination is taking place with S = surface

recombination velocity. At x = a, the junction is a sink

for the minority carriers

D.{ dn'_
_, dx ] .:o = SN(0) (4)

n(a) : 0 (5)

The diffusion current flow across the junction is

o-("")[--q _ .=,. =I.(a) (6)

dp)l+qDp _ x:,_ =Ip(a) (7)

n(b) =No (8)

Applying the boundary conditions, the electronic cur-

rent can be obtained by solving Eq. (8):

I.(a) =

X

qNo

t-_exp(-_)---_exp(---'_)--ot('k)exp[--a('k) a]}

(9)
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where

exp [--a (X)a]

[ 1] (a)(1)(a)exp -L-: - h-z7 exp --L-7

(10)

"/n--

(a)exp[--a(X) a] - [h+a(x)]exp -

(11)

S

h- D, (12)

Similarly, the hole current is

I,(a) =

×

where

- qNo

a(X) [1 - ('Lp :(X)) _]

{_exp(--_p) - Lv_''expf_, --_)

-- a(X) exp [ -- a(X) a]_ (18)
1

_p

a(X) exp -- 1 [b ]L-Texp- Tv +a(_.)a

"yp--

Lp Lp Lp

(14)

--a(X) exp _- -_exp

(15)

To derive the expressions for the collection efficiencies

of the p-layer (7,) and n-layer 01;,), the maximum current

which can be obtained from the photons is I m,,_ -- qN,,.

Therefore,

_ I.(a) (16)
*1. Imaz

-- IT(a) (17)
*/v Imaz

It is seen from (9), (13), (16), and (17) that the collection

efficiencies of the p-layer and n-layer are a function of

the detector's electronic and geometric parameters as well

as the absorption characteristics of the device. Therefore,

the appropriate efficiencies as a function of incident

energy wavelength may be obtained by the proper selec-

tion of the electronic and geometric parameters.

2. Numerical Analysis of Collection Efficiency

To show the effects of the various parameters on detec-

tor performance, Eqs. (16) and (17) can be evaluated by

the substitution of numerical values for these parameters.

Silicon p-n junction detectors have been selected for

evaluation in this report, but similar evaluations can also

be made for other p-n junction devices.

The diffusion length L, is the average length of the

path the minority carriers travel before recombination

takes place. The diffusion length is a function of the
diffusion coefficient D, and the lifetime r, of the carriers

L, = (D, r,) "/_ (18)

L. = (D. r.) _ (19)

The diffusion coefficient is related to the mobility ts of

the carriers by the Einstein relation

e

t_ = _ D, (20)

e (21)/_ = -_-_-- D,

where K is the Boltzmann constant, T is temperature in °K

and e is the electronic charge. KT/e has a numerical value

of 26 X 10 -3 v at room temperature. Experiments per-

formed by D. C. Cronemyer, E. M. Conwell, M. B. Prince,

and G. Backenstoss (Refs. 1, 2, 3, and 4) indicated

that the approximate numerical value of the mobility

g, is 1200 cm2/v-sec for the p-type, and the mobility gp

is 500 cmZ/v-sec for the n-type. The body lifetime is on
the order of 10 -_ see for the electrons and 10 -9 sec for the

holes. Therefore, the diffusion length, when calculated

by Eqs. (18) and (19), should have the limiting range of

values 10 -_ to 10 -4 cm for the purpose of numerical eval-

uation. The selection of these values for this analysis is
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considered appropriate since more recent measurements _o-"

performed by V. S. Vairilvo, L. S. Smirnav and

V. M. Patskevitch (Ref. 5) indicated that the diffusion '°4

length is on the order of 5 × 10-3 cm for silicon.
I
E 103

The surface recombination velocity S, depends on the ,.z
dimensions and the surface properties of the detector
since the free carriers must diffuse to the surface before

102

recombination. As indicated by E. M. Conwell (Ref. 2), z

S has been found ranging from 102 cm/sec to 104 cm/sec. -_(-3
-vh, high ,,,1,,_ • ,_,-,,_,,,,_,t ,-,,_ s_dblasted surfaces. T_ -

u_

the surface is polished smooth and etched, the value of S "'o
may decrease to 5 × 102 cm/sec. Chemical treatment of o '° _

this polished and etched surface may reduce S further oz

to 1 × 10 z cm/sec. By choosing /_. of the p-layer to be _-r_

1200 cm2/v-sec and S to be 1 × 104 cm/sec, h is on the o

order of 300 cm -1 where h = (e/KTS)/_. co

Theories have been developed (Ref. 6) which relate

the optical absorption coefficient to the parameters of the
band structure. The numerical values of absorption co-

efficient as a function of wavelength have been calculated

theoretically in Ref. 7 and measured experimentally

(Ref. 8) for silicon. Fig. 2 shows the numerical value of

the absorption coefficient a(X), as a function of wave-

length.

I0'
0.4 06 0.8 1.2

WAVELENGTH, p.

Fig. 2. Absorption coefficient of silicon as a function

of wavelength

To obtain the numerical values of 7/. and _p, Eqs. (16)

and (17) were solved for a number of cases using the

IBM 7094 Computer. Fig. 8 shows the resulting p-layer

collection efficiency n_ as a function of wavelength with
a detector thickness of 5 X 10-2 cm and various junction

depths as the parameter. It is noted that '7- starts to rise

at longer wavelengths for a deep junction than for a

shallow junction. Therefore, a detector with a deep junc-

tion utilizes the infrared radiation more efficiently. How-

ever, the over-all efficiency decreases as the junction

depth increases. For a deep junction, a considerable per-

centage of electron-hole pairs are generated near the

surface and away from the junction. These minority

carriers are not capable of contributing to the junction

current because of the recombination process taking

place at the surface and inside the p-layer.

Fig. 4 (dotted curves) shows the n-layer collection

efficiency _p as a function of the wavelength with a detec-

tor thickness of 5 X 10-2 cm and the various junction

depths as the parameter. The dotted curves were derived

by assuming the diffusion length of the holes to be

10 -2 cm. It is seen that quite a large number of carriers

are created in the n-layer. These carriers are created by

radiation penetrating through the p-layer. Therefore, a

0._

a=0.5#

= 1.0

=3.0
0.4

C
0.4 0.5 0.6 0.7

Ln = 10-4cm
h = 300
b = 5xl0-ecm

0.8 0.9 1.0 I.I 1.2

WAVELENGTH,

Fig. 3. Collection efficiency for p-layer, _ as a function

of wavelength

high percentage of the total junction current is being

collected in the n-layer. To see the effects of the diffusion

length and lifetime of the carrier on the n-layer collection

efficiency, the curves in solid lines were generated on

Fig. 4. The values of these curves were calculated by

assuming the diffusion 1,_,,_,,_,,su,,,"c the holes *_ b _ 10 .4 cm

instead of 10 -_ cm. It is seen that the collection efficiency

is considerably reduced due to the decrease in diffusion

length. To obtain high collection efficiency, therefore, the

diffusion length of the n-layer must have a reasonably

high value (on the order of 10 -2 cm).
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L0

0.8

0.6

0.4

0.2

Lp = 10-2 cm

/ /// _ Lp

/

//

I h = :300

_. b = 5 xl0 -2cm

= Io-4 cm _\

\

0.4 0.5 0.6 0.7 0.8 0.9 1.0 I.I 1.2

WAVELENGTH, F

Fig. 4. Collection efficiency for n-layer tip as o function
of wavelength

3. Detector Collection Efficiency and

Spectral Response

The analysis in the preceding section indicated that

both the p-layer and n-layer are capable of contributing

carriers to create junction current. Therefore, the detec-

tor collection efficiency _c is the sum of the p-layer and

n-layer efficiencies. Fig. 5 shows the detector collection

efficiency as a function of wavelength with various junc-

tion depths as the parameter. Again, it is obvious from

these curves that a detector with a deep junction is

capable of using energy in the infrared region more

efficiently while a detector with a shallower junction has

a higher over-all collection efficiency. Since these curves

are plotted as a function of incident energy wavelength,

the shape of each curve represents the spectral response

of a detector having the specified electronic and physical

1.0

/

0.6 /
0.4

0
0.4

Fig. 5.

0.5 0.6 0.7 0.8 0.9

WAVELENGTH, F

Lp = 10-2 cm

L n = I0 -4 cm

=3OOr

b = 5 x 10-2 cm

%=_+%

Detector collection efficiency as a function of

wavelength

parameters. For an energy source of known spectral
distribution, it is therefore possible to select the various

parameters of the detector to match its spectral response

to that of the source. Such a detector is capable of detect-

ing the incident energy most effectively.

4. Conclusion and Discussion

In this summary the carrier collection and spectral

response were analyzed and numerical values of the

detector collection efficiency were evaluated using the

various parameters of silicon p-n junction detectors. This

method can also be used for the analysis of junction

detectors of other types.

As seen from Figs. 8 and 4, the p-layer is most sensitive

to radiation in the violet and low visible spectral range.

Photons in the longer wavelengths penetrate and transmit

through this layer due to insufficient photon-electron

interaction. These photons, after transmitting through the

p-layer, penetrate and create electron-hole pairs in

the n-layer. Incident photons having an energy spectrum

exceeding 1.0 or 1.1 _ will transmit through the detector

without interacting with the structure at all.

The p-layer should be made as thin as possible for high

collection efficiency in the short and medium wavelength

regions. However, the series resistance of the p-layer

increases as the junction depth decreases, resulting in a

reduction in the efficiency improvement. A deep junction

is required for high efficiency in the long wavelength

region. With deep junctions, the achievement of large

diffusion lengths becomes important for high over-all

efficiency.

In this summary, only the efficiency due to minority

carrier collection by the junction was considered. To

obtain the over-all detector radiation collection efficiency,
a number of factors need to be considered. When the

radiation is incident upon the detector, some is reflected

without entering the detector. When the photons ab-

sorbed have more energy than is necessary for the

generation of electron-hole pairs, the excess energy is
wasted and contributes to lattice vibration and is dissi-

pated as heat. The energy needed for the photon-electron

interaction is a function of the energy gap of the material.

For every value of the energy gap, an absorption band

edge is obtained beyond which the photon energy is not
sufficient to create electron-hole pairs and the detector

will be transparent to these photons. The over-all detec-

tor radiation collection efficiency is given by:

_/(x) = [1 -- R(0)] [1 -- exp (-- a(x)b)] p(X) ,/c(;t)
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where R(0) is the reflection coefficient as a function of

radiation incident angle and (1 - exp [ - a(x)b] ) is the
factor accounting for incomplete absorption, p(X) is the

relative spectrum distribution of the radiation source and

_c()_) is the detector collection efficiency which has been

discussed in this summary.

opposed to the 300 ft of 0.25-in. tape required by the

Mariner C recorder. It would then become likely that

the traditional methods of tape handling would be

inappropriate. Moreover, the present design concepts of

tape recorders for flight data storage might require dras-
tic modification in order to utilize this new dimension of

the storage medium with its attendant benefits in size,

weight, and power. A 107 bit recorder for a space capsule

might well assume the size of a cigarette pack, the mini-

mum size being dictated principally by the drive motor.

B. A New Head for Recording
Twenty-Four Tracks on

Quarter-Inch Magnetic Tape
W. G. Clement

I. Current Tape Utilization Practice

Two factors determine the tape utilization efficiency of

a magnetic tape recorder as applied to digital data storage.

These are the number of data bits per lineal tape inch,

and the number of data tracks per inch of tape width.

At the present time it is a routine accomplishment to

pack 10 a bits per lineal inch, provided reasonable care

and thought is given to matching the head and tape

characteristics. Densities up to 1500 bits/in, have

been reliably achieved through the utilization of special

pulse and data reconstruction schemes (Ref. 9). With

regard to transverse track density, it is also routine at

present to record 82 tracks per inch of tape width. Track

density depends primarily upon the ability of the head

manufacturer to fit together the individual transducers

as closely as possible in the head stacks while preserving

sufficient electrical and magnetie isolation to ensure low

cross-talk. Thirty-two tracks per inch reflect the present

capability of manufacturers to fit 16 channels/in, in one

head stack without compromising head design integrity.

The alignment of two such head stacks so that the

channels interlace provides 32 equally spaced tracks on

1-in. tape.

2. Goals and Implications of the Study

A study is being conducted to determine the feasibility

of recording bits ,_-_ *,,,,,,,,,lanaaper lineal _-_"_,,v_inch and

tracks at 100 per inch of tape width. If this goal, which is

equivalent to 10_' bits/in., can be achieved, the impli-

eations are far reaching. For example, the length of

0.50-in. tape required to store 20 TV pictures, as planned

for the Mariner C program would be only 10 in., as

3. Technical Problems Associated with

High Track Density

Some work on lineal bit density has been reported

previously (Ref. 10). Further effort toward higher lineal

densities involving record head design is currently in

progress and will be reported at a later date. Since this

report is concerned with the achievement so far realized

in increased track density, subsequent discussion will be

limited to this aspect of the problem. The two most

important effects to be considered in increasing the track

density of a magnetic recording system are signal level

and cross-talk. Signal level decreases in direct proportion

as the track width is decreased, and cross-talk increases as

the spacing between tracks is decreased. These two major
effects combined with numerous lesser effects establish

the signal-to-noise ratio (S/N) which in the final analysis

determines the information storage capacity of the sys-

tem. In applying information theory to magnetic record-

ing systems, Eldridge has shown (Ref. 11) that the

information capacity per unit area of tape is greatest

when the tracks are made as narrow as possible. Eldridge

and Baaba have shown (Ref. 12) that the S/N varies as

the square root of track width and that, theoretically,

with presently available tape and head-core materials,

the minimum attainable track width is 0.001 in., at which

value the signal-to-tape-noise ratio would be 30 db. This

track width represents at least one order of magnitude

beyond present practice. The practical significance of

the conclusions reached by Eldridge and Baaba dimin-

ishes somewhat for a digital system in which other noise

sources, such as cross-talk, tend to overshadow tape noise.

From a cross-talk standpoint, track spacing may be

reduced until the output from any reproduce head in-

dudes the maximum permissible fraction of the signal in

an adjacent track. One portion of the cross-talk signal

increases with recorded wavelength and relates directly

to the distance between tracks on the tape. Another

portion of the cross-talk signal increases with frequency
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and relates to the transformer action between core wind- 
ings within a head stack. This latter source of cross-talk 
can be reduced by employing a multiplicity of head 
stacks and staggering or “interlacing” cores and tracks. 

In brief, factors mitigating against higher track den- 

(1) A reduction of signal level. 

(2)  An increase in cross-talk. 

(3) The difficulty of construction as thinner and thinner 
head cores are placed closer and closer together. 

(4) Increased drop-out susceptibility from tape defects 
and loose dirt due to the smaller area of tape being 
scanned at one time. 

sities are: 

(5 )  The need for more precise tape guidance for proper 
track registration. 

4. A New HTD fHigh Track Density) Head, 
Description and Test Results 

Two head stacks, one record and one playback, have 
been manufactured to JPL specifications by the Applied 
Magnetics Corporation. These head stacks (Fig. 6) 
embody the traditional ring-core construction but reflect 
advanced techniques in coil winding, machine-slotting, 
fhturing and assembly. Twelve channels are packed into 
each stack assembly. Two such stacks, interlaced, provide 

Fig. 6. High track density head assembly 

98 

Fig. 7. High track density head half-block assembly 

24 tracks on 0.25-in. tape, e.g., 96 trackdin. Each track 
is 0.006 in. wide, while the pitch, or distance from 
track to track, is 0.020 in. The gaps are 0.25 mil (record) 
and 0.055 mil (playback). Fig. 7 is a view of the “half- 
block” assembly showing the 12 half-cores in place. 
Some idea of the size can be gained from the fact that 
the wire wound on the half-cores is No. 50 (0.001-in. D) 
and the pigtails connecting the half-cores to the terminal 
board are No. 35 (0.006-in. D) wire. 

Inductance, AC resistance, and output data were meas- 
ured channel-by-channel in order to determine the uni- 
formity factor. This factor usually reflects the degree of 
manufacturing control over the fabrication and assembly 
operations. Table 1 is a compilation of these measure- 
ments. Similar measurements were made on a standard 
four channel head (0.025-in. track width and 0.060-in. 
track pitch) made by the same manufacturer, and Table 2 
is a similar compilation of these measurements. Table3lists 
the variations in these factors expressed as percentages 
of the average for both the HTD head and the standard 
head. As expected, the variations are significantly greater 
for the HTD head, although part of this increase may be 
attributed to the greater quantity of channels measured. 



•JPL SPACE PROGRAMS SUMMARY NO. 37-27, VOL. iV

Table 1. Inductance, resistance and output data for HTD head

100 kc ° 500 kc

Output _

Channel Record -- Leg 1 Record -- Leg 2 Play -- Total Record -- Leg 1 My, P-P
L R L R L R L R

i 121.05 36.0 129.05 37.0 1175 803

2 138.75 42.8 148.50 44.4 1214 843

3 145.44 45.3 150.15 45.6 1194 794

4 149.07 45.5 147.82 45.0 1032 512

5 148.70 44.4 144.94 43.9 1204 " 824

6 145.30 44.5 136.72 43.3 1016 737

7 148.64 44.6 142.52 44.0 1267 847

8 145.73 43.7 148.16 44.6 1280 841

9 147.95 45.2 145.55 44.8 1316 860

10 143.60 44.3 147.64 43.6 1257 826

11 146.64 44.4 ---- 1234 814

12 123.05 35.5 124.21 35.5 1236 848

65 140

73 160

77 170

79 170

80 170

77 167

lY I/¢

77 170

79 170

75 170

79 167

67 138

aL in microhenries and R in ohms measured with Boonton Electronics Model 63C Bridge
bOutput at 7.5 ips, Memorex 62L tape, 2-kc square wave recorded at 4-amp' turns peak

0.56

0.60

0.60

O.60

0.52

0.62

0.60

0.60

0.56

0.52

0.46

Table 2. Inductance, resistance, and output data for
standard 4-channel head

Channel

1 O0 kc"

L R

47 11.7

44 11.1

44 10.3

44 10.2

500 kc"

29

27

27

27

Output _

R Mv, P-P

49 5.0

46 6.2

45 6.0

45 6.2

L in microhenries and R in ohms, measured with Boonton Electronics model
63C Bridge

b Output at 7.5 ips, Memorex 62L tape, 2-kc square wave recorded at 4-amp
turns peak

Table 3. Comparison of parameter variations between
HTD and standard head

Measurement

I O0-kc inductance

100-kc resistance

500-kc inductance

500-kc resistance

Output signal

Standard

head

6.7

14.0

7.3

8.7

20.5

Variation, %

High track

density head

20.0

23.2

20.0

22.0

31.0

It is interesting to note that there is no significantly

.... _ variation ...;_ _...v-.,_1.. parameters _'-" in 100-kc
parameters for either the HTD head or the standard

head. It may be noted in Table 1. record channels 1 and

12 of the HTD head are significantly lower in induc-
tance and resistance than the other channels. This is

attributable in each case to the absence of one adjacent

I00

I0 0 2 4 6 I01 2 4 6 102 2 4 6

FREQUENCY, kc

Fig. 8. Inductance and resistance versus frequency

for HTD head

80

60

4C

2C

(31=" C: I _TA It'_C"

100 2 6 101 2 4 6 102 2 4 6

FREQUENCY, kc

Fig. 9. Inductance and resistance versus frequency

for standard head
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channel which would by its presence lower the magnetic

reluctance, thereby increasing the magnetic permeability
of these two channels.

Figs. 8 and 9 are plots of inductance and AC resistance

versus frequency for the HTD head and the standard

head, respectively. It is instructive to compare the two

sets of characteristics in terms of slope, e.g., rate of

change with respect to frequency. The change in AC

resistance between 10 and 500 kc is about the same per-

cent for both heads; however, the inductance of the high-

track density head at 500 kc has decreased to 31% of

that at 10 kc, whereas the inductance of the standard

head has only decreased to 44% of that at 10 kc. The

lesser degradation of inductance (with increased fre-

quency) of the standard head may be attributable to its

core being made up of 3-mil laminations, whereas the
core of the HTD head consists of 3- and 4-mil lamina-

tions. The generation of eddy currents with attendant

reduction of effective permeability may therefore be

greater in the HTD head. In any case it is not apparent

that this effect is related to the HTD density aspects
of the new head.

Fig. 10 indicates S/N attainable with the HTD head

for given values of record current2 Noise here is, by defi-

nition, limited to that contributed by cross-talk and in-

complete erasure of previously recorded pulses. The latter

may be a significant source of noise in nonreturn to zero

(NRZ) systems where no separate erase function is pro-

'In determining the operating record current on a characteristic

curve such as shown in Fig. 10, an important consideration not

indicated is that recorded pulse spreading and consequent loss of

resolution accompanies an increase in record current (Ref. 13).

@
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Fig. 10. HTD head S/N versus record current

Memorex 62L tape at 15 ips
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Fig. 11. HTD head characteristics

vided. Fig. 11 indicates these two noise sources as well as

signal output separately, with record current as the inde-

pendent variable. Figs. 12 and 18 indicate, for compari-

son, the same characteristics of the standard heads.

Output curve shapes for the two heads are about the

same, indicating equal recording efficiency. Cross-talk

Curve A in Fig. 11 was made with the original version

of the HTD head (as shown in Fig. 6) with no record-

stack interchannel-shields. Subsequently, 4-mil slots were
milled into the face of the head stack between the record

channels and "'tip" shields inserted. Cross-talk Curve B

resulted, and the signal-to-noise ratios in Fig. 10 reflect

this improved version. Cross-talk measurements were

made by recording a 10-kc square wave in one channel

and reading the amount of 10 kc in the adjacent channel.

In view of the relatively short recorded wavelengths
involved it seems reasonable to assume that most of the

cross-talk in the HTD head resulted from cross-coupling
in the head stacks. To the extent that this cross-coupling

resulted from simple transformer action, the level would

be expected to increase with frequency up to a rate

corresponding to the limiting bit-packing density. This

was the case only to a very minor extent, e.g., the increase

of cross-talk with frequency was barely discernible up to

about 10 kc, above which point it diminished rapidly.

From this and other experimental evidence, it appears

that a significant amount of interchannel coupling in the

HTD head occurs by a process other than simple trans-
former action.
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Fig. 12. Standard head S/N versus record current

Memorex 62L tape at 1Sips
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Fig. 13. Standard head characteristics

A factor of possible significance in comparing the

erased signal curves for the HTD head and the standard

head is that the HTD record tracks are 8 mils wide, thus

providing a 1-mil margin each side of the 6-mil playback

tracks which would minimize the effects of any track mis-

alignment due to tape "skew." The standard record and

playback heads are of equal width and thus provide no

such margin.

Another point of interest with regard to S/N compari-

sons is suggested by an examination of Tables 1 and 2.

It may be noted that the standard head output is about

12 times that of the HTD head. The obvious factors of

track width (4X) and turns (1.8X) do not completely

account for this difference. The remaining factor of 1.7X

may be attributable to the shunting effect of the inter-

channel shields which for the HTD head are separated

from the main core structure by only 0.005 in. as con-

trasted with a separation o£ 0.020 in. for the standard

playback head.

5. Conclusions

With regard to three of the five previously enumerated

factors mitigating against higher track density, the fol-

lowing statements can be made:

(1) 6-mil heads spaced 20 mils apart can be physically

constructed at least in a quantity o£ 12 in one stack,

thus providing, in an interlaced set, 24 tracks on

0.25-in. tape.

(2) Signal levels of 1.0 mv peak-to-peak at 15 ips are

attainable.

(8) Cross-talk at a reasonable record level can be held

to 34 db at 15 ips when considering the interaction

o£ two adjacent channels.

C. A Multi-Instrument Data

Conditioning, Storage and
Retrieval System for Planetary

Spacecraft
D. W. Slaughter

A system is described which is capable o£ storing and

playing back, from a single tape transport, the data

generated during planetary encounter. Preliminary to a

discussion of the system developed, the characteristics

of the telecommunication channel and tape storage sys-

tems are assessed as to their effect on science data

recovery. Their characteristics are compared and con-

trasted with the data output from scientific instruments.
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It is shown that the manner in which the tape transport

is utilized constitutes the heart of the functional design

of a planetary data system when a large amount of

storage is required.

1. Telecommunications System Interface

The science data system may have interfaces with a

telecommunication system which has the following
characteristics:

(1) Provides a single binary channel.

(2) Transmits at a synchronous rate under the control
of a stable clock (oscillator).

(3) Rate changes may be required as a function of

distance, trajectory, power availability, or other
factors.

(4) Channel capacity may be time-shared with space-

craft performance information, and for two-way

doppler and ranging information.

While item (1) may create difficulties in sequencing the

science data, a single binary channel is in the best inter-
ests of science data retrieval ff it provides the greatest

total bit rate, and the best over-all reliability.

The channel capacity projected for the 1966 Mars

opportunity is 8% bits/sec. Other missions may provide

lower rates, while rates of 1000 bits/sec or more may be

possible for some missions in the 1970s.

2. Instrument Data Characteristics

The on-board data acquisition system must accept data

simultaneously from a variety of instruments. A payload

group may possess the following characteristics:

(1) A wide range of data rates.

(2) A binary data which is necessarily asynchronous

with a spacecraft dock.

(3) Intermittent data (in bursts with extensive quies-

cent intervals).

(4) Require the introduction of data identification.

(5) Produce data at a rate which exceeds the telecom-
munications channel capacity for various intervals

of time.

Item (5), the production of data at rates which tempo-

rarily exceeds the capacity of the telecommunications

channel, dictates the use of data storage devices. For the

storage of millions of bits (bulk storage), the magnetic

tape transport is currently in use. Other mechanisms,

such as electrostatic and thermoplastic recording are

currently under investigation. Below one million bits,

interest in coincident current magnetic matrix storage

increases. However, this report describes the develop-

ment of a system which uses a tape transport for bulk

storage in combination with buffer (magnetic matrix)

storage, as required by the recording characteristics.

3. Tape Storage System Characteristics

The recording data format characteristics are a func-

tion of the playback mode. On Mariner C, the bit sync is

locked to the telemetry clock (81_ bits/sec) during play-

back. The motor speed is servo-controlled in order to

maintain lock. The input characteristics of this machine

are thus the same as that of the telemetry channel, i.e.,

synchronous, except that the data rate is higher by the

ratio of the record to playback tape speed. If there are

any gaps in the data, communication time is used up;

that is, data zeros are transmitted. The machine may be

started _nd stopped during recording, but no provision

exists for removing the zeros which are recorded during

tape acceleration and deceleration.

The difficulty of utilizing a single tape transport with

synchronous input rates becomes readily apparent if a

group of instruments having the following characteristics

(refer to Sect. 2) is assumed:

(1) Widely variant data rates.

(2) Asynchronous sources.

(3) Intermittent data.

(4) Data identification required.

The following techniques may be utilized in matching
the data sources to a recorder of the type previously

discussed: Intermittent data may be smoothed into a

continuous flow by using coincident-current magnetic

matrix "buffer" storage. The read-out rate from the buffer

may be made constant, while the amount of data stored

increases during data bursts, and decreases during instru-

ment quiescent intervals. The limitation on this technique

is the quantity of bits in each burst, which determines
the size of the buffer. An attempt may also be made to

interleave or "fit" two intermittent data sources so as to

improve the smoothness of data flow; however, oppor-

tunities for using this technique are very limited. Asyn-

chronous sources may also be converted into synchronous

sources by passing the data through a buffer. Utilizing
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this technique, the synchronous clock frequency is set

higher than the highest average rate of the asynchronous

source. Should the average rate of the asynchronous

clock drift lower, then zeros are added to the data flow,

usually at intervals determined by the buffer data

capacity. Having widely variant rates from several instru-

ments poses a difficult problem. If each instrument is

provided with a buffer whose size (capacity) is propor-

tional to its data rate, then these buffers may be unloaded

sequentially. However, it is possible for the rate from a

given instrument to change as a function of the mission

(trajectory) profile. In addition to requiring a tape trans-

port speed change, the format for sequential unloading

of the buffers must change.

A single instrument which produces a high percentage

of all data may profitably use its own tape transport.

These machines should be simple in design and capable

of starting and stopping rapidly in order to accommodate
bursts of data.

4. A Multi-Instrument Data Acquisition, Storage
and Retrieval System

A science data system is being developed which utilizes

a tape storage scheme capable of accepting data at

various rates from different instruments, and recording

simultaneously on independent tracks. Data gaps of arbi-

trary length are permitted on the tape. Continuous utili-

zation of the telemetry channel on playback is provided

for by buffering the playback. In this system, the data is

organized into blocks by accumulating it in buffers.

When the buffer is full, the entire block is read into the
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recorder at a constant rate. In order to accept data con-

tinuously, ff required, the buffer system is provided with

interlaced read-in and read-out. For the purpose of

maximum economy in the use of developmental funds,

two Mariner C buffers (Ref. 14) have been employed,
with one buffer available for loading data while the other

unloads onto the tape machine. Fig. 14 is a logic diagram

of this system. When the first buffer is full, then their
situations are reversed. These Mariner C buffers are of

the serial loading and unloading, first-in, first-out type;

and store 1320 bits each. A pair of buffers weigh 1.25 lb

and have a volume of 36 in2; their power consumption is

about 0.50 w per pair at low data rates, increasing linearly

to 1.7 w at 100 kc. As stated previously, one entire buffer

load is recorded continuously at a fixed clock rate, inde-

pendent of the instantaneous or average rate at which

the other buffer acquires data from the scientific instru-

ment. It is intended that data gaps be inserted onto the

tape between the times when one buffer has finished its
read-out, and the other is fully loaded. The length of

these gaps will be an inverse function of the data output

rate from the instrument, averaged over one buffer load.

If there is but a single recorded track, then the recorder

may be stopped between blocks; however, this system

has been engineered to handle several instruments (or

instrument groups) simultaneously and independently on

several tracks. The number of tracks which may be

recorded simultaneously and independently is limited

only by the usual tape and head characteristics. It is

assumed that the recorder may be running continuously.

However, provisions have been made for running the

tape recorder intermittently for single buffer dumps.

During playback, the tracks are played back one at a

time in sequence. The recorder stops on data gaps; when

it is given a start command, a block of data is read into

a buffer. When the next data gap is reached, the recorder

is stopped by means of a gap detector. This system is

shown in Fig. 15. The gap detector is a device which

looks for recorded data by sensing the data sync
which marks each one or zero. When none is found for a

fixed interval of time (usually several sync pulses, so as to

allow for accidental data dropout), a gap indication is

given. When the buffer issues an indication that it is
empty, the recorder is restarted. Because the machine

will pass over the remainder of the gap before encounter-

ing data, the gap detector must be inhibited until the

beginning of the data block is sensed, after which the

gap detector may be "armed." In practice, two buffers

have been used so that a full one is always available and
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ready for telemetry, and the same buffers in the same

logical arrangement are used both for writing data onto

the tape and reading it from the tape. The switchover is

accomplished by logic gating, as shown in Fig. 16. Logic

gates for Buffer B have been omitted in the diagram.

The total cost is one diode per and gate; the logic level

applied to these diodes enables the proper gates for the

record or playback function.

The length of the data gap required between data

blocks is a function of the motor stop-start characteristics.

Data identification should normally be inserted at the

beginning of each data block. A code generated by imple-

menting a suitable binary sequence (pseudonoise) is

presently being used for identification, usually followed

by a reading of a binary clock. Because of the high read-

in rate capability of the buffer (100 kc in the present

model), identification may be inserted between consecu-

tive words of lower rate sources, without any loss of data.

If desired, the instruments control system may command

a partially loaded buffer to be dumped into the recorder

at the end of some basic instrument data frame, scan, or

other operating interval. The remainder of the recorded

data block is filled out with zeros. Techniques for han-

dling variable word length are under consideration.

Fig. 17 is a ftmetional diagram of a data-conditionlng

system which may be inserted between the instrument

and the buffer. The pulse width converter is an approach

to analog to digital conversion used on Mariner C (Ref.

15). It permits pulse signals to be coupled from the instru-

ment electronics into the data system, avoiding analog

ground-loop problems.
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5. System Characteristics

Sufficient developmental work has been completed to

demonstrate the feasibility of a system having the fol-

lowing characteristics:

Data may be accepted from several different data

sources for independent recording on separate data tracks.

The record tape velocity is determined by the instrument

which produces the highest data rate (averaged over one

buffer load). More than one parallel track may be used

if this rate is twice or more higher than the next highest
rate instrument.

Lower data rates from other instruments are accommo-

dated by allowing proportionately larger gaps between

data blocks. Quiescent intervals in the instrument opera-

tion are accompanied by data gaps on the tape. All gaps

are removed by buffered playback.

Data identification is inserted whenever required, and

nonsynchronous operation is accommodated by accumu-

lating the data into blocks by means of buffers and by

allowing the instrument to command the transposition of

the buffer from the read-in to the read-out (recording)
mode,

The playback of recorded data may be interrupted for

the playback of real-time spacecraft performance data or

science data at any time simply by interrupting the

telemetry bit sync to the system. However, one would

prefer to wait until the end of the current data block so
that all data will be identified in whole blocks.

The data tracks (representing the various instruments)

may be played back in any order. A control system which

could repeat the playback of some of the tracks on a

priority basis would not be difficult to mechanize.

The playback of data will be automatically accom-

plished at any telemetry bit sync rate supplied, up to the

basic playback speed of the recorder (about 2 kc in the

system constructed). This characteristic is particularly

useful in spacecraft system testing. A two-week playback

at 8% bits/sec may be compressed to less than 2 hr.

6. Construction Progress

A breadboard system has been constructed. The

tape transport used is a reel-to-reel recorder employing

the isoelastic drive principle. This transport has been

previously reported in Ref. 16. Fig. 7 in Ref. 16 (p. 225)

is a photograph of the transport used. It weighs 2 lb,

10 oz (without electronics), contains 500 ft of 0.25-in.

tape, and has passed Mariner C-level type-approval tests.
Automatic rewind has been incorporated in the control

system. Tape speed may be varied by a factor of 8:1 by

changing the motor drive frequency. Speeds used in tests

are 15 and 15/8 ips for record, and 15/8 ips for playback.

At this playback speed, the data gap required for play-

back start-stop is less than 0.1 in. Recording at 1000

bits/in., a data block of 1300 bits is 1.3 in. Record and

playback electronics provide for recording in NRZ for-

mat. Only one track has been mechanized, although the

head is a 4-track unit. A gap detector and motor control

circuits are included. The system has been tested with

the dual use of a single pair of buffers as shown in Fig. 16.

The data source is a simple pattern generator. Provision

was made for reducing the block length well below the

1820-bit maximum for testing purposes. In this manner,

the transport may be caused to go through a more fre-

quent succession of stop-starts; a procedure useful for

accelerated life testing.

The electrical transposition of the buffers is com-

manded by counting the number of data words or bits

with a binary counter. The buffers are currently being

modified so as to bring out an indication of the buffer-full
condition. It is intended that this condition be able to

command the buffer transposition.
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7. Future Work

Development is recommended in the following areas

in approximately the order indicated:

(1) A track switching system. Common playback data

circuits will be used to the extent possible.

(2) A playback sync circuit which will provide sync

over a small interval of tape data dropout.

(8) A data identification system which can read pseudo-

noise and/or spacecraft time into any data channel

upon demand.

(4) The packaging of a flight-worthy prototype system.

(5) De-skewing circuits for the simultaneous playback

of several tracks, for use in instances where parallel

recording is necessary in order to meet a high

record data rate. Otherwise, the playback of one

track at a time requires the use of a ground system

which can reorder the data bits. This situation is

not necessarily serious, but warrants investigation.

(6) Provision for variable block length.

(7) The ability to search for data blocks by means of

addressing.
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XIV. Chemistry

A. Effects of Ultrahigh Vacuum on
Three Types of Microorganisms

P. J. Geiger, F. A. Morelli, and H. P. Conrow

Interest in the effects of ultrahigh vacuum on micro-

organisms has stemmed directly from implications to

space exploration in recent years. The vacuum of inter-

planetary space is one of the important parameters to be

considered in designing spacecraft and materials for

spacecraft. In addition, it is vital to know whether ex-

treme vacuums will be important microbiologically where

travel of microorganisms from Earth to another planet

might be detrimental to studies of indigenous life. Expe-
rience with culture collections seems to show that at least

a nominal vacuum (150/_) is necessary for the best pres-

ervation (Ref. 1). Exposure to an ultrahigh vacuum of at

least 10 -1° torr, however, might produce different results.

Prince and Bakanauskas (Ref. 2) and Prince (Ref. 3)

described experiments that indicated freeze-dried spores

of Aspergillus niger, A. [tavus, Bacillus subtilis var. niger

and B. mycoides retained some degree of viability for

31.5 days at ambient temperature in vacuums ranging
from 10 -5 to 5 X 10 -7 torr.

Portner, et al. (Ref. 4) exposed B. subtilis var. niger,

A. Fumigatus, and Mycobacterium smegmatis to ultrahigh

vacuum for 5 days at ambient temperature. At 5 days the

system indicated 3.6 X 10 -1° torr. Recovery of B. subtilis

var. niger spores and A. [umigatus spores was not signifi-

cantly different from that of control samples assayed at

the start of the experiment after drying over calcium

sulfate. M. smegmatis recovery, however, was only 33%

of that of the control sample. It was concluded that these

microorganisms would survive the vacuum of outer space.

Brueschke, Suess, and Willard (Ref. 5) carried out a

qualitative study of the survival of spores of B. subtilis,

A. niger, A. terreus, and Penicillium citrinum at very low

pressures. Water suspensions of the spores of these organ-

isms were mixed and dried directly in tubes attached to

a manifold sealed to a high-vacuum system. After 10 days

the pressure had reached 8 X 10 -8 torr, and a tube was
removed at that time. P. citrinum was not recovered from

this tube, but all the others survived. A second tube was

sealed off after 30 days of pumping, at which time the
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system had dropped to 1.2 X 10 -8 torr. No microorgan-
isms were recovered at this time or later. It was surmised

that the organisms which were used would be killed at

1.2 X 10-8 torr within 30 days.

Morelli, Fehlner, and Stembridge (Refs. 6 and 7), on

the other hand, showed that about one-half of the B. sub-

tilis var. niger spores survived 35 days of exposure at

10 -8 torr at room temperature. Control preparations in air,

nitrogen, and a vacuum of 3 X 10 -1 torr gave comparable

results; spores in argon and carbon dioxide atmospheres

yielded somewhat lower counts.

Davis, Silverman, and Keller (Ref. 8) in a series of

studies have sought to determine the combined effects

of ultrahigh vacuum and temperature on the viability of

some spores and soil organisms. Considerably fewer

spores of B. stearothermophilus, B. megaterium, and

Clostridium sporogenes were recovered than were spores

of B. subtilis var. niger and A. niger after 4 to 5 days at
53 and 60°C and 10 -8 to 5 X 10 -9 torr. There were no

significant differences in the recoveries of these five

organisms after exposure to 25 and -190°C in vacuum.

B. subtilis var. niger spores apparently were killed after
retention at 90°C and 10 -7 to 6 X 10-9 torr for several

days, but 10' out of an initial 10" spores survived 90°C

and atmospheric pressure for the same period. Molds and

actinomycetes in soil were particularly resistant up to

69°C in vacuum, and actinomycetes were recovered even

after exposure to 120°C.

The work reported here, which considers the effects of

ultrahigh vacuum at 25°C on three widely differing types

of microorganisms, was carried out in an attempt to

expose these microorganisms to a better vacuum for a

longer period than had thus far been achieved. The
results are therefore made more meaningful in relation

to space exploration.

1. Experimental

a. Microorganisms. B. ,_ubtilis var. niger spores were

prepared according to the method of Davis, Silverman,

and Keller (Ref. 8). A mature culture of Mycobacterium

phlei was harvested from glycerol agar (ATCC), and cell

clumps were broken up by homogenization in a solution

(0.4 g/liter) of Tween 80 (Difco Laboratories, Inc.,

Detroit, Michigan) for 5 min in a high-speed homogenizer

(Virtis, Gardiner, New York). Subsequent microscopic

examination revealed that the cells were well separated

and essentially free from clumping. Aspergillus niger

spores were harvested from Trypticase Soy Agar (BBL),

washed with water, and placed in water suspension just
before use.

Water suspensions of all three organisms were placed

in aluminum combustion boats (Coleman Instruments,

Inc., Maywood, Illinois) and were dried under vacuum

over calcium sulfate the day before use. The numbers of

viable organisms were counted by the standard plate

count method both at the time of drying and subsequently

in order to assay recovery during the actual experiment.

The three organisms used were selected because they:

(1) are highly resistant to drying, (2) represent three

greatly different genera, and (3) are widely distributed
in nature.

b. Ultrahigh vacuum system. To achieve the best ultra-

high vacuum obtainable from a glass (Coming Glass

Works 7740) system, baking at high temperature is neces-

sary. The system we employed in this work is illustrated

in Fig. 1. It was designed so that baking could be accom-

plished with heating tapes during pumping and with the

samples of microorganisms in place. All of the system

beyond the trap in the diffusion pump was baked for
1 wk at about 300°C.

The total volume of the system was small, and the re-

movable sample tubes permitted us to protect the micro-

organisms by cooling with damp wicks during baking.

Also, duplicate samples could be taken off for assay of

viability at discrete intervals.

-ALPERT GAGE S REDHEAD GAGE

i SAMPLE
-liter TTH,NGOLD W,T.

LIQUID NITROGEN

T- -A s
)REPUMP_ _----THREE - STAGE,MECHANICAL FC

80-1iter/sec,

MERCURY DIFFUSION PUMP

Fig. 1. System for exposing microorganisms to

ultrahigh vacuum
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In order to assure the best possible exposure to ultra-

high vacuum, the aluminum boats with their samples
were moved into the horizontal arms of the chamber after

the system had been baked. This was accomplished by

attaching bits of iron wire to each boat and then moving

the boats magnetically. The boats were then moved back

into individual vertical tubes when the tubes were to be

fused off for viability assays.

Two ultrahigh vacuum gages, a Bayard-Alpert (Vacuum

Electronics Corporation, Long Island, New York) and a

Redhead (National Research Corporation, Cambridge,

Massachusetts), were used for obtaining an accurate

measure o£ the vacuum as well as for safety. Advantage

was taken of the high pumping speed inherent in the

Redhead gage, as well as its requirement for reading

pressures accurately in the range of 10 -1° torr and below.

A thin layer of gold was strategically placed in the

system to keep any mercury vapor from reaching the

samples during baking and throughout the remainder of

the experiment.

c. Control samples. These samples were prepared as

described, but were exposed to a number of different

conditions for the duration of the experiment: air at

1 atm, nitrogen at 1 atm, air at 50% relative humidity,

and a vacuum of 5 X 10 -3 torr. All control samples except

those at 50% relative humidity were kept dry over
calcium sulfate.

2. Results

The performance of the system and the duration of

maintenance of ultrahigh vacuum at about 25°C can be

seen in Fig. 2. After baking and on approximately the

10 -7

I0-"

0 20 40 G0 80 100 120 140

TIME, days

Fig. 2. Attainment and maintenance of ultrahigh vacuum at 25°C
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tenth day, the vacuum reached well into the 10-g-torr 
range. Each point on the curve is an average of two 
readings taken twice a day for the 137-day period of 
operation. The occasional rises into the le9-, and on two 
occasions into the lo-'-, torr range represent malfunctions 
of the system which, except for the last one, were easily 
remedied. The curve illustrates the successful, average 
operation of the system in the range of lo-'" to 4 X lo-'" 
torr for a longer period than has heretofore been achieved 
in such experiments. 

Fig. 3 shows the apparatus as it appeared in actual 
operation toward the end of the experiment. Only the top 
of the diffusion pump can be seen behind the Dewar at 

Fig. 3. Ultrahigh vacuum system during the experiment, 
with numerous tubes removed for viability tests 

the left, but the ultrahigh vacuum chamber and remov- 
able sample tubes are clearly shown. 

In testing the viability of the microorganisms, sample- 
containing boats were removed in duplicate. Each of 
these was then plated in duplicate, and, after a sufficient 
growth period to ensure the appearance of colonies of 
any viable cells, colony counts were made by the stand- 
ard plate count method. 

Fig. 4 illustrates the fate of cells exposed to dry air. 
Of an initial 1.3 X lo6 spores of B. subtilis var. niger, 
only two colonies were recovered after the first 39 days, 
at which time the first tests of viability were performed. 
At  each time of sampling thereafter, only an occasional 
colony or two of B. subtilis appeared. M. phlei fared 
even worse; no colonies from an initial lo5 cells were 
recovered at 39 days or subsequently. On the other hand, 

EXPOSURE, days 

Fig. 4. Effect of dry air at 1 atm on three types 
of microorganisms 

1 1 2  
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A. niger retained viability throughout the experiment.

Of an initial 6 )< 103 spores (right ordinate in Figs. 4

through 8), fewer were recovered with each plating, and

the general trend was toward death after a few months

of exposure.

In air at 50% relative humidity, B. subtilis spores re-

tained viability after an initial drop in numbcrs, probably

due to drying from the washed suspension. Fig. 5 illus-

trates this ability to survive many months and perhaps

indefinitely under these conditions. The curves for

M. phlei and A. niger, however, indicate an apparent

rapid loss of viability somewhere between 0 and 39 days.

From this control, neither of the organisms was subse-

quently recovered during the experiment.

The effect of dry nitrogen on the three organisms is

clearly shown in Fig. 6. Again, after an initial decrease,
the recoverable numbers of B. subtilis remained almost

constant, and viability apparently was preserved for long

periods. Viability of A. niger was also improved; only a
slow decrease in numbers was evident over the 4-mo

period of observation. M. phlei again suffered a complete

loss of viability; one colony appeared in the first sample,

but none were recovered in any of the other samples

assayed thereafter.
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In a moderate vacuum o£ 5 X 10 -3 torr, all organisms

were preserved (Fig. 7). B. subtitis spores were evidently

quite stable, while A. niger spores showed a slow trend

downward just as they did when exposed to dry nitrogen.

A startling difference is apparent in the behavior of

M. phlei. Although there is some scatter in these data

when compared to those from conditions previously de-

scribed, the trend toward increased viability is readily

apparent. These organisms will be preserved perhaps

almost indefinitely by a moderate vacuum.

In ultrahigh vacuum (Fig. 8), the viability of all three

organisms is stabilized. Clearly the curves could be

extended and would indicate viability for many months.

Although there appears to be more scatter in the data

for B. subtilis than was previously observed, nevertheless

the resultant trend seems obvious: ultrahigh vacuum does

not kill the microorganisms selected for the experiment,

but, on the contrary, tends to preserve them, presumably

for an indefinite period.

3. Discussion

In general, the present work is in accord with the

results reported by most other authors working in this

field. Microorganisms apparently retain considerable via-

bility when exposed to ultrahigh vacuum. Such results

have usually referred only to experiments of relatively

short duration. In addition, the reported vacuums have

been 1 to 2 orders of magnitude poorer than that achieved

here. Further, we wished to observe in our experiment

not just the survival of microorganisms at the end of a

specified period, but the trends in survival over a long

period of exposure to ultrahigh vacuum. The implica-
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tions of these results to space exploration seem clear

regarding the attendant problems of contamination and
sterilization.

The results reported here are also in general agreement

with experiences in freeze-drying for the maintenance of

culture collections. For the most part, a wide range of

microorganisms shows good survivability when freeze-

dried and stored under vacuum (Ref. 1). Preservation is

frequently best when some colloidal organic substances

(serum albumin) or even certain organic molecules (glu-

tamate or sucrose) are present. Viability usually decreases

faster if samples are stored in air rather than in vacuum,

and it decreases at some intermediate rate in nitrogen.

In addition, viability is often best preserved at low tem-

peratures, i.e., 0 to 4°C. Further, it is frequently observed

that an initial drop occurs in viable numbers of organisms

undergoing freeze-drying; then an apparent stabilization

takes place so that further losses may be small. We have

also observed this process in the present work.

It is important to note that an initial drop in numbers

of microorganisms may be less significant than the sta-

bility of the remaining viable numbers. A survivability

of 0.1%, for instance, may look small; however, consider

that in an initial small sample, which can contain 1011

organisms, 10 s would survive.

As a result of the present work, it would seem that the

proper sterilization of spacecraft should be re-emphasized

if we are to avoid contamination of the planets by terres-

trial organisms. On the other hand, if certain organisms

can exist in ultrahigh vacuum and, as shown in Ref. 8, are

uninjured at -190°C, it is not too difficult to imagine

that cross contamination of the planets of the solar

system might already have occurred.
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B. Fluorometric Measurements of
Growth: III. The Interference of

Soil with the Fluorescence
of Proteins in a Neutral

Aqueous Solution
J. H. Rho

The characteristic fluorescence of proteins is suffi-

ciently sensitive and specific that it has been possible to

utilize it in developing a quantitative assay technique

(Ref. 9). In previous work, both qualitative and quantita-

tive assays of several different proteins and microorgan-
isms were made, and the increase in fluorescence of

consecutive samples of actively growing Escherichia coli

B (E. coli B) cultures was used as a measure of growth for

this organism (Ref. 10).

A method involving the use of native protein fluores-

cence in intact microorganisms is very attractive because

of its possible direct application to a quantitative assay

of microorganisms in their natural environment. For a
direct detection or a quantitative analysis of micro-

organisms in any natural soil, the effect of soil particle

suspensions on protein fluorescence is of utmost interest.

The presence in a soil suspension of materials which

absorb or scatter a significant proportion of the excitation
or fluorescence radiation will diminish the observed fluo-

rescence. Any other solutes present in the soil suspension

may interact with the fluorescent molecule in such a
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manner as to lower the efficiency and/or lifetime of the

fluorescence process, thus limiting the sensitivity or

reproducibility of an assay procedure.

In the present study, the effect of soil suspensions on

the fluorescence of protein in neutral aqueous solutions

has been studied by adding various concentrations of soils
to two different concentrations of dilute protein solutions,

as well as a population of E. coli B culture. Increase in

the fluorescence of proteins of consecutive samples taken

from the soil-suspension medium at hourly intervals dur-

ing the growth period was used as a measure of growth

for this organism. It was then possible to measure the
growth of the organisms in the soil medium specifically

by measuring the increase of protoplasmic proteins.

I. Experimentol

The source of the microorganisms, E. coli B, and the

growth medium used for the organism were described

previously (Ref. 10). The instrumental specifications of

the spectrophotofluorometer were also described in Ref.

10. Bovine serum albumin was obtained from the Sigma

Chemical Company, St. Louis, Missouri. Other chemicals

were reagent grade. The soil samples used were sandy

soils collected from the surface (% in.) of the Colorado

Desert, Riverside County, Thermal, California.

2. Results

a. The interference of soil with the Jluorescence of bo-
vine serum albumin solutions. The fluorescence-emission

spectrum of 10-'% bovine serum albumin solution in

0.05M phosphate buffer was determined by excitation

with radiation of 280-m_ wavelength. A typical fluores-

cence spectrum of this solution is shown in Fig. 9(a),

which displays the fluorescence spectrum characteristic

of the amino acid tryptophan, with a maximum around

350 mt_. The addition of 1 mg of ignited soil (800°C for

24 hr) to i ml of this protein solution caused considerable

distortion of the spectrum, as shown in Fig. 9(b). As the
concentration of soil was increased, the distortion effect

became more severe (Fig. 9c and 9d). The original fluo-

rescence spectrum of protein was recovered after cen-

trffugation at about 500 g for 10 min (Fig. 9e).

On the other hand, the addition of an equivalent amount

of ignited soil to a slightly higher concentration of protein

produced a less severe distortion effect on the original

protein fluorescence spectrum, as shown in Fig. 10 (a

through d). The addition of 1 mg of soil to a 1-ml volume

(o) PURE PROTEIN SOLUTION

(b) ling OF SOIL/ml

OF PROTEIN SOLUTION

[

I
(c) 3 rng OF SOIL/ml

OF PROTEIN SOLUTION

I
(d) 5rag OF SOIL/ml

OF PROTEIN SOLUTION

(e) SAMPLES (b),(c), AND (d)

AFTER CENTRIFUGATION

0 _ _'- _--

200 300 400 500 600 700 800

EMISSION WAVELENGTH, rnF

Fig. 9. Effect of ignited soil on the fluorescence of
10-4% bovine serum albumin

of 10-3% bovine serum albumin solution did not appre-

ciably change the original fluorescence spectrum with a

maximum around 350 mm although there is a shoulder

around 320 m_ (an indication of light scattering from

colloidal particles in the soil). As more soil was added to

this solution, the Tyndall effect became more prominent

and the spectrum approached that of ignited soil alone

(Fig. 10e). The fluorescence spectrum of protein, how-

ever, can clearly be observed with the maximum at

350 rr_, even with the addition of 5 mg of soil/ml of
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Fig. 10. Effect of ignited soil on the fluorescence of 10-3% bovine serum albumin

protein solution. When these samples were centrifuged

at 500 g for 10 min (Fig. 10a' through 10d'), the original

fluorescence spectrum of protein was restored, although

the fluorescence intensities were slightly reduced. It was

also noted that not many light-scattering particles were

left in the supernatant solution from ignited soil after

centrifugation at 500 g for 10 min (Fig. 10e').

b. The effect of soil" on the fluorescence of E. coli B.

E. coli B cells were harvested from the exponential growth

phase, washed with 0.05M phosphate buffer, pH 7.0, and

then made up to a population of 10 _ cells/ml of the

same buffer for use in the following experiments. The

fluorescence-emission spectrum of this population was

determined by excitation with radiation of 280-m/z wave-

length; a typical curve is shown in Fig. ll(a), which

resembles the fluorescence spectrum of tryptophan-

containing protein and agrees with the author's previous

observations (Ref. 10). To the same E. coli B suspension,

varying amounts of ignited soils were added and the

tubes were shaken thoroughly. The fluorescence spectra

of these samples are shown in Fig. 11(b through f). The

addition of soil up to 1.5 mg/ml did not cause any signifi-

cant distortion of the original fluorescence spectrum of
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E. coli B, although the fluorescence intensities of these 8o

samples were reduced progressively as the concentration

of added soil was increased. At a concentration of soil 40

above 2 mg/ml, however, a definite soil-scattering shoul-

der began to appear around 320 m_. Upon centrifugation
at 100 g for 5 min (Fig. 11a' through llf'), the original o

fluorescence spectra reappeared, as in experiments with oo

10 -_ % bovine serum albumin samples.
to

"E 40
:3

c. Protein assay in natural soil samples. Since the ,,
fluorometric assay of protein in a soil-suspension medium _ o
appeared feasible, a direct determination of protein =[

o 80
and/or microorganisms in natural soil was attempted. >.-
First, 50 mg of sandy soil collected from the surface v-

(% in.) of the Colorado Desert was suspended in I ml of ,z, 40

glass-distilled water, and its fluorescence-emission spec- Z
I

trum was determined by excitation as before. The same to o
O

sample was then subjected to a slight centrifugation at z
to 80

50 g for 5 min. The supernatant was removed, and its t_u
bJ

fluorescence-emission spectrum was determined in the 0:
o

same manner. The supematant of the latter sample was -_ 4o
.J

again used for a successive treatment, and the fluores- "

cence spectrum was similarly determined. Spectra of the o

samples are shown in Fig. 12. As can be seen, the original

sample shows very little, if any, distinct protein fluores- 80

cence, whereas soil scattering, which coincides with that

of pure ignited soil, is quite prominent. When this sample

was subjected to further centrifugation, however, a peak

around 350 m/z was retained, whereas the light-scattering

peak, which was originally prominent, diminished con-

siderably in intensity as soil particles gradually precipi-

tated from the samples.

d. Determination of the growth of E. coli B in a soil-

suspension medium. E. coli B cells were grown in 100 ml

of inorganic medium enriched with glucose as the sole

organic carbon source. To each 250-ml flask containing

this medium, various amounts of both ignited and un-

ignited soils were added together with various sizes of
inocula of E. coli B. The cultures were shaken in a

water bath at 37°C. Aliquots of 2 ml of bacterial suspen-

sion were removed from the culture flasks at hourly inter-

vals, and the fluorescence intensities of proteins in the
medium were observed. With an inoculum of 10" cells/ml

of medium to which 5 mg/ml of either ignited or un-

ignited soil had been added, no sign of growth was

detected up to 3 to 4 hr. Beyond this period, however, a

definite shoulder appeared on the scattering peak at

about 350 m_ and increased progressively as the period

of growth was prolonged. With a larger inoculum of 107

cells/ml of medium to which 2 mg/ml of either ignited

or unignited soil had been added, the fluorescence shoul-

4O

(o) 3 mg OF IGNITED SOIL

(_ (b) 50 mg OF SOIL/ml

OF WATER

(c) SAMPLE (b) AFTER

CENTRIFUGATION AT 50 g
FOR 5 min

(d) SAMPLE (b) AFTER

CENTRIFUGATION AT 50 g

(e) SAMPLE (b) AFTER

CENTRIFUGATION AT 50 g

_OR 15 rain

0 -- _.
200 300 400 500 600 700

EMISSION WAVELENGTH, m/J.

Fig. 12. Fluorescence spectro of proteins in sandy

desert soil

800

der around 350 m_ was observed during the first 2-hr

period of growth. A typical fluorescence spectrum of

these cultures is shown in Fig. 13. In Fig. 13(a), the initial

culture shows no fluorescence shoulder around 350 m_,

whereas the light-scattering peak caused by the soil

particles is prominent. After 2 hr of incubation (Fig. 13b),

however, a definite fluorescence shoulder appeared at

350 m_ which can plainly be differentiated from the

control sample. In a 31_-hr period of growth, this fluores-

cence peak increased to about 150 times its initial height,

and the light-scattering peak was completely masked

(Fig. 13c). The appearance and behavior of this fluores-

cence maximum closely resemble those of the peaks due

to protein and E. coli B bacteria in a soil-suspension

medium. Again, for a given concentration of soil par-

ticles, a more prominent fluorescence peak is observed as

the protein concentration is increased.
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When the fluorescence maxima of these cultures were

plotted against their growth periods, characteristic

growth curves were obtained. In Fig. 14, two such experi-

ments are presented: (1) from a culture with an inoculum
of 107 cells/ml of medium in which 2 mg/ml of ignited

soil had been added; and (2) the other with an inoculum
of the same size, but with the addition of 2 mg/mi of

unignited soil. In the ignited soil-suspension medium, the

fluorescence intensity of the E. coli B culture increased

slowly for the first 2 hr and then increased exponentially

during the following 2 hr. The rate of increase of the

fluorescence intensity slowed down beyond a growth

240
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Fig. 14. Characteristic growth curves of E. ¢oli B in
a soil-suspension medium

period of 5 hr. In the second culture containing the un-

ignited soil suspension, the maximum fluorescence inten-

sity was reached much earlier and its height was much

lower. The fluorescence intensity started to increase

sooner with the unignited soil but stopped at 31_ hr,

probably because of strong light scattering and absorp-

tion of both excitation and emission radiation by soil

colloidal particles as well as bacteria. Thus, the sensi-

tivity of fluorescence seems to be inhibited by the pres-
ence of more intact soil colloidal particles in the second

culture, as compared to those in the first culture.

3. Discussion

The quenching of fluorescence may be due to many

causes, both chemical and physical. Besides Rayleigh

scattering of the solvent, the Tyndall scattering from

colloidal particles and the scattering from surfaces of the

container are most frequently the limiting factors in

the sensitivity or reproducibility of this assay procedure.

Scattered light not only distorts fluorescence spectra, but
also decreases the measured fluorescence, since the scat-
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tering surfaces deflect the fluorescent light from the

detector as well as deflecting the exciting radiation.

When 1 mg of soil/ml of solution was added to 10 -4 %

bovine serum albumin solution, the fluorescence spectrum

of protein was seriously distorted, and more or less com-

plete distortion was observed with the addition of 3 mg
of soil to the solution. Since a good recovery of the origi-

nal spectrum was made by precipitation of the soil

colloidal particles, most of the distortion and the diminu-

tion of the fluorescence spectrum may well be accounted

for by light scattering from these colloidal particles.

When the fluorophore itself is present in high concen-

tration, as in the 10-3% solution of protein but only 1 to

3 mg of soil suspension, the colloidal materials should,

of course, be diluted so as to yield little distortion due to

absorption or scattering. This proved to be the case in

these experiments. As shown in Fig. 10(a through d), the
same amount of soil seemed to cause less distortion and

diminution of the original protein fluorescence spectrum

in 10 -3% protein solution than in 10 -4 % protein solution.

A good recovery of the original spectrum after centri-

fugation again indicates that the interference of soil with

protein fluorescence is probably due to light scattering

from the soil particles themselves. Apparently there was

very little chemical quenching, which is due to an inter-
action of the fluorescence molecules with solvent or with

other solutes in such a soil suspension.

In most natural soil samples, the protein or micro-

organisms are present in trace quantities, whereas many

other absorbing or scattering species are present in much

larger amounts. Removal or dilution of such interfering

substances is necessary in order to fluorometrically assay

the compound of interest. In natural sandy desert soil,

which was employed in this study, a light centrifugation

was necessary for detection of the fluorescence from soil

proteins. It was also observed that the proper speed of

centrifugation of lesser amounts of the same soil made

the protein fluorescence spectrum appear relatively clear.
Thus, the dilution of materials which absorb or scatter
the excitation or fluorescent radiation is desirable in

order to obtain a maximum signal for a given fluoro-
phore concentration.

When the fluorophore itself is of high concentration in

a given solution, of course, the fluorescence spectrum of

the fluorophore should be readily apparent despite the

presence of interfering substances. Growth experiments

were used to illustrate this here. Thus, the protein fluo-

rescence spectrum appeared rather prominent after about
2 hr of incubation, whereas the initial culture failed to

show any indication of such a spectrum.

Halide ions, heavy metals, and inorganic as well as

organic nitro compounds quench fluorescence (Ref. 11).

The quenching is not random, however, for each instance

is indicative of a fairly specific chemical interaction.

Because of the good recoveries of the fluorescence spec-

trum of protein in aqueous soil suspensions in most sam-

ples, it is doubtful that any significant degree of chemical
interaction occurs between the proteins and other solutes

present in the soil suspensions which might lower the

efficiency of the fluorescence process.

4. Conclusion

The interference of sandy desert soil with the fluores-

cence of proteins has been studied with dilute solutions

of bovine serum albumin as well as with a population of

E. coli B bacteria. It was found that scattered light from

colloidal particles in the soil not only distorts the fluores-

cence spectra of proteins, but also decreases the meas-

ured fluorescence considerably. It was also learned that,

when the protein itself is present in high concentration

or the light-scattering colloidal particles are diluted, the

characteristic fluorescence spectra of proteins are made

clearly evident. For these reasons, adequate detection of

protein fluorescence in natural desert soil first required a

slight treatment by centrifugation. The quantitative de-

termination of growth of E. coli B in a soil-suspension

medium was made by measuring the increase of protein

fluorescence intensity of the culture.

We conclude that fluorometric measurement of the

increase of protein in a soil-suspension medium affords a

good means for measuring specific growth of proto-

plasmic proteins of the microorganisms.

Co Many-Electron-Theory Ab-lnitio
Calculation for the Be Atom:

I. Numerical Results and
Discussion I

M. Geller, H. S. Taylor, and H. B. Levine

In two papers, Sinano_lu (Ref. 12) has developed a

theory for calculating the correlation energy of atoms

and molecules. In this theory, the correlation energy is

1This paper has been submitted for publication in the ]ournal oI
Chemical Physics.
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written as a sum of electron-pair correlation energies
plus a remainder. The assumption is made that the re-

mainder is small and can be neglected in calculating the

wave function. This assumption is based primarily on

data obtained from the LCAO-SCF-CI calculations by

Watson (Ref. 13) on Be and by Ebbing (Ref. 14) on LiH.

In this paper, we report the results of a calculation for

the Be atom using Sinano_lu's formulation (Ref. 12). A

detailed discussion of the algebra needed to obtain these

data will he presented in a later paper; however, it seems
worthwhile to make a few statements here about the

mathematical consistency of the formulation, since this

question has recently been raised (Ref. 15). In Eqs. (11)

through (18) of Ref. 12(a), Sinano_lu defines a pair of

operators el and mij which play important roles in his

theory. The definitions he gives there are, in fact, incon-

sistent. Either one of the definitions is correct, but the

two taken together are not correct. However, in his

subsequent derivation of the correlation energy, he does
not use these inconsistent definitions, but does in fact use
different and correct definitions.

In our calculations, we have used Eqs. (17) and (20)

of Ref. 16 to define the operators e_ and mij. We have

then constructed effective SchrSdinger equations of the

type of Eq. (27) of Ref. 12(b): one for the ls-ls electron

pair, and one for the 2s-2s electron pair. These equations

were solved by variation of the parameters of trial wave

functions. We have not explicitly calculated the inter-

shell ls-2s correlation energy, but instead use the value

given by Kelly (Ref. 17), i.e., 4e'ls-_ = -0.004966 au,

which is based upon perturbation theory? (Sinano_lu

suggested using perturbation theory for intershell corre-
lation energy.)

The variational pair functions used for the ls-ls and
2s-2s colTelation calculations were :_

_j = Q _j ÷ Cl B (i, j), (1)

where the operator Q orthogonalizes the eli to all the

one-electron-occupied Hartree-Fock orbitals (see Eq.

37 of Ref. 12b), and B (i, J) is an antisymmetrized prod-

uct of Hartree-Fock orbitals. (We use the compromise

SCF orbitals given in Ref. 18.) In Eq. (1), the pair corre-
lation function is

¢_j -- _ CK 4,K (i,/) 0 (i, j), (2)
K=2

ZHere, and throughout this discussion, we use atomic units (au)

"h=m=e_l; 1 au of energy equals 27.210 ev.

3The notation is that of Refs. 12 and 16.

where

o (1,2) = 2-" 13(2)- 13(1)

is the two-electron antisymmetric spin function.

(3)

The trial two-electron symmetric space functions are

_3

6_ (1, 2) = -_ exp[ --(r, + r_) z],

+:_(1,2)= _ _I) (r, + r,)exp[-(r, + r,)z],

_b4(1, 2) z _ 1-- (rl --

and either

exp[-(r, + r,) z],

(4)

Z 4

_,_ (1,2) =-_ 6-'/_ r,2 exp[--(r_ + r_)z] (5a)

or

= - 3 r,r cosv,: exp[- (r, + r:) z],
7r

(5b)

where r,, rz, and r12 are the two electron-nucleus and the

electron-electron separations, and cos "/_z = (r_ • r2)/r_r..,.

The five linear coefficients ci and the nonlinear effec-

tive nuclear charge parameter z were adjusted to mini-

mize the pair correlation energies (Refs. 12 and 16)e'ij
for both cases. Following minimization, the wave func-

tions are renormalized by setting c_ = 1 in each case.

(Such renormalization does not affect the energy.) The

results are given in Table 1.

Table 1. Parameter values and correlation energies

Parameter (1 s-Is) _ (ls-ls) b (2s-2s) s 12s-2s) b

CI

C'..

C:I

¢(

C5

(z)
(eJ
Kelly e' o

1

-- 0.470506

-- 0.686008

0.071737

0.134633

4.1806

-- 0.041259

--0.04212

I

0.022534

-- O. 176592

0.064263

--0.030282

5.3947

--0.035033

-- 0.04212

1

0.121151

-- 1.720671

0.060442

1.067863

0.7513

--0.041960

--0.04387

I

0.018182

0.925145

0.125450

--0.320297

0.9974

--0.044072

--0.04387

aEqs. (4) and (,,ca); rl_-typo correlation term.

bEqs. (4) and (Sb); p-type correlation term.

_z for minimum e_j.
dValues reported here are in au.

eRef. 17.
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From Table 1 we see that the lowest energy is ob-

tained by using the r12-type function (Eq. 5a) for the

ls-ls correlation, but using a p-type function (Eq. 5b)

for the 2s-2s correlation. This may explain the relatively

poor result obtained by Szasz (Ref. 19), since he used

riFtype functions for all of the correlations in his cal-

culation of the energy of the Be atom. It further sug-

gests that the great amount of labor involved in making

calculations using many r_/s simultaneously may not be
worthwhile.

In Table 2, we give the results of another calculation

in which the functions _2, _8, and if4 were omitted. In

this case, we varied cl, c,_, and z so as to minimize the

energy, and then we renormalized cl to 1 at the end of
the calculation as before. This calculation gives a lower

energy than the 37-configuration wave function of Wat-

son (Ref. 13).

In Table 3 we compare our result for the total energy
with the results of several other calculations. We see that

Table 2. Parameter values and correlation energies
(2-term calculation)

Parameter (ls--ls)" (1s--Is) b (2s--2s) ° (2s--2sl b

c_ I 1 1 1

ca 0.142016 --0.030618 0.881834 --0.325190

(z} ° 4.3288 5.3721 0.8148 0.9958

(_)_ --0.039488 --0.021889 --0.037818 --0.042823

aEq. (5a); rl_-type correlation term.

bEq. (Sb); p-type correlation term.

ez for minimum c'_j.
_Values reported here are in ou.

Table 3. Pair correlation energies and total energy

Term Energy, au

Hartree-Fock a

is-ls _

2s--2s _

ls--2s _

Total energy

5zasz e

Watson (37-configuratlon) t

Best 2-term (Table 2)

Weiss (55-configuration) y

Kelly _

Experimental

--14.572956

--0.041259

--0.044072

--0.004966

--14.663253

--14.6337

--14.65740

--14.660233

--14.66090

--14.66337

--14.66745

aUsing compromise SCF orbitals of Ref. 18.

bEqs. (4) and (Sa); rl_-type correlation term.
cEqs. (4) and (Sb); p.typa correlation term.
_Ref. 17.

6Ref. 19.

;Ref. 13.

0Ref. 22.

our energy is lower than all of those of previous calcula-

tions, with the exception of the value given by Kelly

(Ref. 17). However, our value does lie within the range

of possible values that he gives; therefore, the two values

may be said to be identical within his computational

uncertainty. Thus it appears that, for Be, the remainder

term involving simultaneous pair correlations is small, as

suggested by Sinano_lu (Ref. 12). This, of course, does

not settle the question as to whether it is small in other

systems.

Some comments are appropriate here. First, one of the

"objectives of the theory" (Ref. 12a) is to use the rij

coordinate in an N-electron problem. Szasz has shown

(Ref. 20) that this can be done without the Sinano_,lu

theory, although very difficult integrals appear. Unfor-

tunately, difficult integrals (in fact, many of the same

integrals as in the Szasz theory) occur in the Sinano_lu

theory: the correlation potential m_j contains permuta-

tion operators which, when acting upon t'_ij (rij), give

rise to three-electron integrals (Ref. 21). (This point will

be discussed in more detail in a later paper.)

Second, much computational difficulty is introduced

by the necessity of orthogonalizing each ¢_j to all the

occupied Hartree-Fock orbitals, i.e., by the requirement

that the operator Q must appear in Eq. (1). For example,

in the above Be calculation, the 4 terms of qJl,__, become

36 terms in Q¢_,_,,. For atoms or molecules with N > 4,

this extra work, plus that of the above-mentioned mul-

tiple-r_ j integrals, might readily get out of hand. But it is

just for the case N > 4 that the theory would be sig-
nificant.

Third, some theoretical problems arise upon extension

of the theory to larger systems. The total wave function

must be an eigenfunction of S2 and either L z for atoms

or some lower symmetry group for molecules. We have

previously discussed the spin problem (Ref. 16). For Be,

the angular momentum problem is trivial (the pair corre-

lation functions must depend upon r_, rj, and r_j, but not

upon other electron coordinates). For larger systems, this

problem, or the corresponding symmetry problem in

molecules, may not be trivial, and in any case has not

yet been solved. Further consideration of this point is
warranted.

Fourth, the double-excitation concept, which forms the

foundation of the theory, is based upon the use of a

spin-free Hamihonian and the eigenfunctions of S 2 and

L 2 (for atoms) or a lower symmetry group (for mole-

cules). (This assumes that one has clarified or extended
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the theory, as indicated previously.) Such a procedure is

only valid for real systems where the spin interactions

are weak, e.g., when L-S coupling applies in atoms.

In such a case, the spin interactions can be handled by

perturbation theory after the analysis of the spin-free

problem is completed. However, as is well-known for

heavy atoms, the L-S coupling scheme is unsuitable, and

one must use the j-j coupling scheme. In such a case, the

relative importance of double excitations may be drastic-

ally different, so that the theory may fail even as a con-

cept, quite aside from its computational difficulty.

Finally, the question of the magnitude and sign of the

remainder term in the correlation energy must be dis-

cussed. In our calculation, we have taken the total energy

to be the sum of the Hartree-Fock energy plus the pair
correlation energies. Thus, the numerical results indicate

that the remainder is negligible for Be. In general,

Sinano_lu (Ref. 12) suggests calculating the remainder

from the pair functions obtained by first ignoring it. It

would be much more satisfactory if one could make a

definitive statement about the sign of the remainder

term. In particular, if it could be shown that it is nega-

tive, either in general or in specific cases, then Sinano_lu's

approximate energy expression

E E,,,-+ (6)

would be an upper bound to the true energy in the usual

sense of the Rayleigh-Ritz variation principle. If the re-

mainder term is not negative, some care will be needed

in interpreting the energy in Eq. (6). Further work in

this area is obviously necessary.

In conclusion, we have shown that the Sinano_lu
theory is consistent in that it gives an excellent numerical

result for the Be atom. A number of problems and open
questions which call for resolution have been stated. The

present situation is that there is considerable hope for

the "many-electron theory," but that matters are less

clear than was originally suggested. A paper outlining
pertinent mathematical details will be presented in the
near future.
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XV. Fluid Physics

A. The Structure of a Supersonic,
Low-Density, Free Jet

H. I. Ashkenas

The underexpanded supersonic jet has been a subject

of interest to low-density wind tunnel operators since

Sherman (Ref. 1) suggested the possibility of using such

a jet in place of a conventional nozzle in order to avoid

the low-density nozzle boundary-layer problem. Stimu-

lated by Sherman's suggestion, an attempt has been

made to eva]uate the flow parameters in a supersonic,

low-density, free jet by means of extensive pitot-tube

surveys.

I. Apparatus and Methods

The experiments were performed in Leg I of the JPL

Low-Density Gas Dynamics Facility (a conventional

wind tunnel operated by three oil-diffusion-ejector pumps

having a total capacity of approximately 104 liters/sec

at 10 -3 torr). The tunnel has been described previously

(Ref. 2). The jet which was studied issued from an ori-

fice formed by a _-in. D square-edged hole machined

in a 0.010-in.-thick stainless-steel orifice plate.

Pitot pressure measurements were made using exter-

nally chamfered pitot tubes in conjunction with an

unbonded-strain-gage-diaphragm pressure transducer.

The geometry of the tubes was similar, namely,

(1) 10-deg external chamfer.

(2) Ratio of OD to ID "-- 1.25.

(3) Ratio of length to outside radius -- 100.

The primary problem to be faced in this experiment

was that of deducing pitot-tube corrections which would

be applicable to the low-density, high M (Mach num-

ber) flow that exists in the jet. The solution adopted was

as follows:

The pitot tube corrections noted in Ref. 3 (which were
obtained in a conventional low-density nozzle flow at

M = 4) were used as a starting point for a bootstrap

procedure using three geometrically similar pitot tubes;
the ----" ,.l.^_,,_tu region in .... underexpanded .._'_- _._'_between

3.5 _ M _ 4.5 was systematically covered with these

three pitot tubes at stagnation pressures ranging from
0.1 to 7.0 torr. From these measurements, in addition to

the pitot-tube correction curve, the data shown in Fig. 1

were obtained. Fig. 1 compares the measured axial M
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with the method-of-characteristics calculation of Owen

and Thornhill (Ref. 4). It is noted that, for the low-

density flows under consideration here, a small but deft-

nite reduction in effective orifice diameter is required in
order that the measured M distribution coincide with

that of Owen and Thornhill.

; 1"04_ 3.5 _ M _ 4.5 DC-200 IS A DOW-CORNING ]

z I TI 188 < X//D_.^- < 2 55 CORPORATION S L CONE I /

103 ...... /-Y .... - .... OIL WHOSE DENSITY I

I li . .I I I I AT75F,SO,38 I/

i 1'021 II I I I I I I I mm DC-200=0.069 torr [ /

go.sgl__l / 1 I I
._ I0 ° 2 4 6 fO I 2 4 6 I0 z

STAGNATION PRESSURE, turn DC-200

Fig. 1. Relationship between measured M and
Owen and Thornhill solution

Thus, using the Owen and Thornhil] distribution, it is

possible to calibrate pitot tubes over the entire range of
M's available in the jet. In the present case, due to the

limited pressure ratio across the orifice (pl/p__ _ 120,

where pl and p= are the stagnation chamber and test

chamber pressures, respectively), the maximum attain-
able M before the first Mach disk is felt is of the order

of 7. The pitot-tube correction curves obtained in this

manner are shown in Fig. 2. Note that these curves were

obtained for integer M's; linear interpolation between

curves was used in reducing data for non-integer M's.

2. Results and Discussion

The pitot-tube corrections having been obtained, it

was then possible to survey the jet in a radial direction

and obtain off-axis M data. It will be noted in Fig. 2

that the pitot-tube corrections to be applied can be as

large as 300%; i.e., the pitot pressure sensed by the tube

is 3 times greater than the ideal value. Such corrections

are applied with some apprehension on the part of the

33

'-J 3.0
,,_
W

UJ
n-

(/)
(.n
w 2.5

(1.

F-

0.

w

I1:i.5

W

D.

_ _.o
II.

0.5

iO-I

/14=6 ""

M=5 _,

IO-deg EXTERNAL CHAMFER

OD//I O -I.25

LENGTH//OUTSIDE RADIUS "--I00

M =4

4 6 I0 ° 2 4 6 I0 I

REYNOLDS NUMBER BEHIND NORMAL SHOCK (BASED ON PITOT-TUBE DIAMETER), Re2, D

Fig. 2. Pitot-tube corrections

M=2

M=3

s =o=
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author. In order to allay some of the fears attendant to

such a procedure, Fig. 3 is presented. Here, the axial

gradient computed by Owen and Thornhill is again

compared with the measured values, the measured data

being based on the interpolation of the correction curves

shown in Fig. 2. To be sure, Fig. 3 merely indicates that

internal consistency has been maintained, but, in the face
of 200 to 300% corrections, this in itself is worthy of

note.

A sampling of the data is shown in Fig. 4, where radial

M distributions for the jet in question, at a stagnation

{1:
lit
r0

Z

-1-

<I
:E

i I
p,/pz=,Zl
Pl = 1.04 torr /

__ Oef f = 0.738 in /.0"

Re D = 513 _

OWEN AND THORNHILL

0 I 2 5 4

AXIAL DISTANCE FROM ORIFICE (x/Deff)

Fig. 3. Centerline data compared with Owen and
Thornhill solution

pressure of 1.04 torr, are drawn. Also in Fig. 4, for com-

parison purposes, M distributions are presented which

were computed from Sherman's (Ref. 5) analytic approx-

imation to the characteristics solution for the free jet.

Considering the approximations made in the analysis,

together with the magnitude of the corrections applied

to the experimental data, the agreement sh6wn in Fig. 4

is remarkable. It is noted that agreement is best: (1) on

the axis of the jet, where both the analysis and experi-

ment reflect the full characteristics solution; and (2) at the

downstream stations, where the analytical approxima-

tions are likely to be most valid and where the pitot-tube
data do not suffer from the effects of large cross-stream

M gradients.

The departures of the measurements from the calcu-

lated curves apparently do not result from any shortcom-

ing of the self-similarity approximation; the characteristics
solution shows the same general trend. Rather, it is felt

that, at the low densities under consideration, the influ-

ence of the viscous regions must tend to extend into the

flow field to a greater degree than that anticipated by

the analytical solution.

6.5

6.0

m

z

i
o
<_

u
O 4.0
.J

2.5

0 (

__ x/Oeff =2.71_

A/ CURVES

SHERMAN

/

CALCULATED USING

APPROXIMATION (REE I )

pl/P2 = 121

Pl = 1.04 torr

Def f = 0.738 in.

ReD = 515

1.50.5 1.0

RADIAL DISTANCE FROM JET AXIS, in.

Fig. 4. Radial M distribution

B. The Flow Between a Rotating
Disk and a Coaxial,

Stationary Disk
T. Maxworthy

It has been observed that, when a tank of water is

rotated, the contents eventually come to a state of solid-

body rotation. When a stationary disk is then placed into

such flow, one might initially believe that the boundary

layer formed on the plate can be determined from the
solutions of Mack (Refs. 6 and 7) for a boundary layer

with solid-body outer flow. However, such layers have

one unique feature which is missing in conventional

boundary-layer solutions. The boundary layer, instead of

acting as a sink for the outer flow, actually injects some
of its fluid into the outer flow. This fluid, with its lower

angular momentum, must alter the nature of the outer
flow in a very drastic way. Previous theoretical work by

Batchelor (Ref. 8) and Stewartson (Ref. 9) on flow be-

tween infinite disks brought to light a difficulty in decid-

ing the exact nature of this outer flow. Lance and Rogers
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/

/SPEED OF BASIC ROTATION = 1.57

...,. ,/ ,_%%_,O_-L_A_EN"n'O_
b\ ._.O_P' THICKNESSES BELOW STATIONARY

,,o J PLATE

." ?7t
J //,o7 _ / _.-/--_OL,O-"OOY,OT,_ON--

// / / _ OF OUTER TUBE AT

"_ II / t_' /_ 1.57rod/sec

_.I //'q-WALL OF/_ I _ /

_o. II _RI _ I _.
s/l

5 4 3 2 I

RADIAL DISTANCE, in.

Fig. 5. Polar diagram of tangential angular velocity

profile vs radial distance

(Ref. 10) with a very complete numerical solution have
found that the external flow should rotate at about one-

third of the angular velocity of the rotating wall.

The present experimental study is the first of several

to investigate the nature of such interactions; initially we
wish to observe the modification to the outer flow.

A long cylinder filled with water is rotated at constant

speed, with a stationary disk placed in the flow at the

open end of the tube. A thin platinum wire attached to

a micrometer traversing mechanism is stretched across

a diameter of the stationary plate. Short duration, 50-v

pulses are supplied to the wire by a high voltage,

Schmitt trigger circuit. During each pulse, hydrogen

bubbles are formed on the wire by electrolysis, and

these are swept off by the flow to mark a line of fluid

particles at a given time. By photographing this line of

particles a short time later, direct knowledge of the
tangential velocity profile can be obtained.

Fig. 5 shows a typical tangential velocity profile when

the wire is approximately 10 boundary-layer thicknesses

from the stationary wall. It is one of the unique charac-

teristics of rotating flows that motions perpendicular to

the axis of rotation tend to be suppressed, so that only
flow along vortex lines can take place easily. Such a

restriction means that flows tend to depend only on the
radial coordinate, and not on the coordinate in the direc-

tion of the axis of rotation. This characteristic can be

seen in the present flows, for the flow profiles are found

U>-

_ ,rd, ta
O>Iz:

(.._ .i I1:

-Jc_Z
hlZZ

>_-

ZO

I I I I I
r-VALUE COMPUTED BY LANCE AND

__ _ ROGERS ('REE I0) FOR LARGE

__NOLDS NUMBER_"2:_ _z____r_

_.,,o

0 I 2 3, 4

PERIOD OF ROTATION

7

see/rod

Fig. 6. Angular velocity of basic rotation/angular

velocity of inner core vs period of rotation

to be independent of the axial coordinate until the end-

wall boundary layers are reached.

The dependence of the angular velocity of the central
solid-body rotation on the speed of rotation of the tank

is shown in Fig. 6. Note that these values are very close

to the value obtained by Lance and Rogers for high-

Reynolds-number flows. Any difference is due mainly to
the presence of the cylindrical tube wall, which also

diffuses vorticity into the central region and causes the

outer flow to be something other than a pure solid-body
rotation.

C. The Stability of the Compressible
Laminar Boundary Layer Accord-

ing to a Direct Numerical
Solution, Part V

L. M. Mack

In previous issues of SPS, Vol. IV, neutral stability

curves and a few contours of constant ci (c_ = the im-

aginary part of the complex disturbance velocity, with

ci = 0 being the contour of neutral stability) have been

presented at various Mach numbers. In this discussion

these previous results will be used to compute the over-

all amplification in the boundary layer of a disturbance

of given frequency as it progresses in the (downstream)
x-direction.
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The linearized stability theory is concerned with the

time behavior of a disturbance in a boundary layer (more

exactly, a parallel flow) that does not vary with time.

The disturbance is presented by

O (x,y, t) = O'(y/exp [i (x - ct)], (1)

where x, y are the space coordinates, t, the time, Q, any

flow quantity, a, the wave number, and c, the (complex)

wave velocity. All quantities are dimensionless. There-
fore, the disturbance is a sine wave in x that moves in the

positive x-direction with speed cr. The time behavior of

the disturbance amplitude is represented by the factor

exp(ac_t). This picture can be converted into boundary-

layer terms by considering a disturbance in the boundary

layer to act at a given x as if it were in a parallel flow

with the same velocity and temperature profiles as the

boundary layer possesses at that particular x. The local

rate of amplification with respect to x can be obtained

from the time rate of amplification of the theory by

making the transformation

X *

t*- c,*' (2)

where an * refers to a dimensional quantity. Here the

phase velocity is used, rather than the more exact group

velocity (Ref. 11), for the sake of simplicity.

The derivation of a formula for the amplitude of a

disturbance at any x-distance follows directly from Eq.

(1). The amplitude of the disturbance (at some particular

value of y) at time t* is

A = I p'(y) I exp(_*c,* t*). (3)

The time rate of amplification is

d-AA = _* c,* A. (4)
dt*

The simple form of this result is a consequence of the

assumption that all of the quantities in Eq. (3) are inde-

pendent of time. The fact that this assumption does not

correspond directly to a boundary layer leads to consid-

erable difficulties when a comparison is attempted be-

tween experimental and theoretical amplifications (Ref.

12). Integration of Eq. (4) yields

A f,"A1 - exp _* c¢[ dt* . (5)

Eq. (5) gives the growth of the disturbance amplitude

from time t* to time t*. Eq. (2) can now be used
to convert Eq. (5) from an integration with respect

to time to an integration with respect to distance.

From the definitions of the dimensionless quantities,

c* c_* 2,rx* 1
cr=0-_,c_=_--_,a- X* /_, (6)

where U* is the free-stream velocity, x* is the wave-

length, and R is the square root of R, (the x-Reynolds

number), Eq. (5) can be written

A1 --exp 2 --dR . (7)
t Cr

The right-hand side of Eq. (7) is evaluated by the

following _....t_-v_m"l'_procedure. From a plot of _,,/rr_,,_ (the

dimensionless frequency, with v = the kinematic vis-

cosity) versus Reynolds number, the values of R at the

intersection points of the chosen frequency with the

contours of cl = constant are read off. Then, from plots

of a versus R and cr versus R, the corresponding values

of a and cr at the intersection points are obtained and

aci/G can be computed. In this manner, a plot of

ac_/cr versus R can be constructed for several values of

Bv/U z. Such a plot is shown in Fig. 7 for M_ = 3.8 and

5.8. The area under a particular curve up to a Reynolds

0.6 I

(o) MI = 3.8

0.4 /gv/U2 x 104= 0,60 _

- 4 (b) M1=5.8

I Bv//']2 x 104=2.0 --

I

0

0.8_ _

0 500 1000 1500 2000 2500

REYNOLDS NUMBER R

Fig. 7. Local rote of ¢=mplifi¢otion vs Reynolds number
for severol values of dimensionless frequency at

/H1 = 3.8 and 5.8

131



JPL SPACEPROGRAMSSUMMARYNO. 37-27, VOL. IV

number R, when used in Eq. (7), then yields the ratio

of the disturbance amplitude at that R to its amplitude
at the lower branch of the neutral curve. If the chosen

value of R is downstream of the upper branch of the

neutral-stability curve, then Eq. (7) yields the maximum
amplification of the disturbance. The actual amplification

at R would be smaller because of the damping region

between the upper branch and R.

Perhaps the result of greatest interest is the frequency

response of the boundary layer at a given Reynolds
number, i.e., a curve of amplitude ratio versus fre-

quency at a fixed R. The frequency-response curve is

obtained by measuring the areas under each of the local

amplification-rate curves of Fig. 1 (a or b) at a given R.

From this frequency-response curve, it is easy to read off

the maximum amplification that can be obtained at the

Reynolds number of the curve and also the disturbance

frequency that results in the maximum amplification.

Four response curves at M1 = 3.8 and four curves at

M1 -- 5.8 are given in Figs. 8 and 9, respectively. For

comparison, the two response curves computed by Lees

(Ref. 11) at M1 = 0.7 are given in Fig. 10.

Observations concerning the results

(1) The over-all amplification at M1 = 3.8 is much
less than that at M_ = 0.7. This difference is a result of

o 7
..J

/
J

jf

I000

\
\

f

I

0.1 0.2 03 0.4 0.5 0.6 0.7 0.8

DIMENSIONLESS FREQUENCY, _v//U 2 Xl04

Fig. 8. Amplitude rolio v$ dimensionless frequency for

four Reynolds numbers ot Nil = 3.8

the much smaller maximum value of ac_ at M, = 3.8

than at M1 = 0.7. At the intermediate Mach number

of 2.2, computations not presented here show that ac_

is even smaller than at M_ = 3.8, with a maximum am-

plitude ratio at R -- 2500 of only 1.28.

(2) At Mx -- 5.8, the maximum amplification increases

sharply from the levels found at M_ = 3.8. This increase

results from the presence of a second instability region

(Ref. 13), in which the maximum value of aci is larger

than in the instability region that corresponds to the

region known at lower Mach numbers. For instance, at

R -- 1500 (R_ = 2.25 X 10';), the maximum amplification

at M_ -- 5.8 is about 20, compared to only 1.8 at

M_ = 3.8 and to 620 at M_ = 0.7.

(3) At R -- 1500 and with a RJin. of 10 _, the fre-

quency for maximum amplification is about 4500 cps at

Mx -- 0.7, 24,000 cps at M1 = 3.8, and 42,000 cps at

M1 = 5.8.

] 1 1

10 2

i00

0 0.5 I.O 1.5 2.0 2.5

DIMENSIONLESS FREQUENCY, Bv/U 2 104x

Fig. 9. Amplitude ratio vs dimensionless frequency for

four Reynolds numbers at NI, = 5.8
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Fig. 10. Amplitude ratio vs dimensionless frequency for
two Reynolds numbers at M1 = 0.7 (Ref. 11}

(4) The above results indicate that the boundary layer
is most stable somewhere around M1 -- 2.5. The insta-

bility increases slowly with Mach number until near

M1 = 5 the second instability region becomes of impor-

tance and there is a rapid increase in instability.

(5) When assessing the implication of these results for

the transition problem, it must be kept in mind that the

actual spectrum of the boundary.layer disturbances at a

given R¢ depends not only on their magnitude before

amplification, but also on their spectrum before amplifi-

cation. For instance, if at M1 = 5.8 there is negligible

energy present at 42,000 cps compared to that present

at lower frequencies, then 42,000 cps loses its importance

as a trigger for the transition process even though it is

the most highly amplified frequency.

(6) The experimental evidence concerning transition in

a supersonic wind tunnel shows that the transition Rey-

nolds number first decreases with increasing Mach num-

ber up to about M1 -- 3.5 and then increases. Also, the

laminar boundary layer becomes increasingly hard to

trip with increasing Mach number. A typical result is

that the transition Reynolds number measured on a

model with turbulent boundary layers on the tunnel side

walls is about 1.5 X 106 at M_ ----3.8. On the other hand,

when the tunnel is run at low pressure so that the tunnel

side walls have laminar boundary layers, the x-Reynolds

number of the side-wall boundary layer, as measured

from the tunnel throat, is 25 X 106.

(7) All of the results strongly illustrate the fact that

almost nothing of a fundamental nature is known about

the mechanism of transition at supersonic Mach num-

bers, the influence of external disturbances such as sound

radiation, and the relationship, if any, between laminar

instability and transition.
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XVI. Physics

A. Rocket Measurement of Nitric

Oxide in the Upper Atmosphere'
C. A. Barth

The identification of the nitric oxide gamma bands in

the ultraviolet dayglow of the Earth was presented in

Ref. 1. This discussion gives the results o£ the analysis

of 16 of the spectral scans obtained during the flight of
the NASA Aerobee 4.85. The distribution of nitric oxide

in the upper atmosphere between 75 and 125 km is ob-

tained from these spectra.

The trajectory of the rocket is presented in Fig. 1. The

rocket reached an apogee of 184 km at 230 sec. The

arrows on the trajectory show the attitude of the rocket

and, hence, the zenith angle of the direction that the

ultraviolet spectrometer observed throughout the flight.

This angle was 9 deg at 63 sec when observations were

begun, 3 deg at 100 sec, 9 deg again at 147 sec, 30 deg

at 191 sec, 60 deg at 250 sec, 90 deg at 310 sec, and 120

deg at 373 sec. The Sun was at a 60-deg zenith angle

and a 200-deg azimuth angle throughout these observa-

tions. The rocket azimuth angle was 170 deg.

1These results were presented at the Fifth International Space
Science Symposium of COSPAR, Florence, Italy, May 12-20,
1964.
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Fig. 1. Rocket trajectory

Five successive spectra obtained between 76 and 114

km during the ascent are given in Fig. 2. The altitude

and zenith angle are given for each scan. The portion
o£ the scan that is shown is from 1950 to 2650 A. The

spectra were obtained at 10-A resolution at a scan rate
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Fig. 2. Ultraviolet spectral scans obtained during the
ascent at a 10-A resolution and a 1000-A/sec

scan rate
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Fig. 3. Ultraviolet spectral scans obtained during
observations of the horizon at a 10-A resolution

and a 1000-A/sec scan rate
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of 1000 A/see. The positions of the six most prominent

gamma bands (Ref. 1)N2-0, 1-0, 1-1, 0-0, 0-1, and

0-2--are indicated in the upper portion of Fig. 2. The

1-0 band at 2150 A can be seen in all five spectra. The

spectrum in Fig. 2(a), which was recorded at 76 km,

contains a background of Rayleigh scattering as well as
the nitrie oxide dayglow. The 1-0 band is off-scale in this

high-gain spectrum. (It was properly recorded on a

less-sensitive telemetry channel.) The progressive de-

crease in intensity of the gamma bands with increasing

altitude is seen in the remaining spectra of Fig. 2. It is

this series of spectra that provides the measurement of

the distribution of nitric oxide in the upper atmosphere.

Five successive spectra that were obtained late in the

flight during the scan of the horizon are shown in Fig. 3.

Once again the spectral resolution is 10 A and the wave-

length interval is 1950 to 2650 A. The rocket was far

above the dayglow layer during these observations,

which were begun at a 163-km altitude and completed

by the time a 139-km altitude was reached. As the view-

ing angle of the spectrometer passed through the horizon,

the nitric oxide bands appeared and increased greatly in

intensity. The intensity viewed toward the horizon was

much greater than that viewed in the zenith. The 1-0

band is off-scale in Fig. 3(a) and 3(b), even though the

scan in Fig. 3(a) was recorded with a sensitivity that was

a factor of 10 less than the sensitivity of the rest of the

scans. The spectrum in Fig. 3(a) also shows a contribu-

tion from the Rayleigh scattering of the lower atmos-

phere. It is this series of spectra, taken far above the

dayglow layer, that proves that the nitric oxide gamma

bands originate in the atmosphere and are not associated

with any local contamination of the rocket.

A spectrum obtained at 4-A resolution and a scan rate

of 325 A/see is shown in Fig. 4. This spectrum was re-
corded when the rocket was at an altitude of 141 km

and the instrument zenith angle was 97 deg. This high-

resolution spectrum, besides displaying the capabilities

of the instrumentation, clearly shows the dayglow fea-

tures to be spectral bands of approximately 15-A half-
width.

The emission rate of the 1-0 gamma band at 2150 A

is given in Fig. 5 as a function of altitude. These data

were taken from spectra obtained during the ascent

when viewing the zenith. The first five of these were
shown in Fig. 2. The emission rate of the 1-0 gamma
band is converted into the total amount of nitric oxide

above the rocket by dividing by the appropriate g-factor

0-2 0-1 0-0 I- I I-0 2-0

I I II I I

4A --l_p_-

_1,,,,i, , j,l,i,_

2500 2400 2300 2200 2100 2000

WAVELENGTH, A

Fig. 4. High-resolution ultraviolet dayglow spectrum

obtained at a 4-A resolution and a
325-A/sec scan rate

n_

Z
0

UJ

1600

1400 T

1200

100080O

),4.200 ....

o I 1" I
60 70 80 90 100 I I0 120 130 140 150 160 170

ALTITUDE, km

Fig. 5. Emission rate of the 1-0 nitric oxide gamma
band as a function of altitude

from Table 1, p. 171, of Ref. 1. The column density of

nitric oxide is given in Fig. 6 as a function of altitude.

The change of nitric oxide density with height, or the

slope of the curve in Fig. 6, gives the volume density

of nitric oxide in the upper atmosphere. This final reduc-

tion of the flight data is presented in Fig. 7. The density

is 6.2 X 107 molecules/cm _ at 75 km; it remains more or

less constant until 90 km when it begins to drop off,

reaching a value of 6 )< 106 molecules/cm 3 at 125 km.
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B. Improved Efficiency Calculations
for the Fission-Electric Cell

J. L. Shapiro

Previous calculations (Ref. 2) of the efficiency of the

fission-electric cell have employed a model assuming

mono-energetic fission fragments. It was also assumed

that a fragment's electric charge remained constant as

the fragment passed through the fuel layer. These ap-
proximations have been modified as follows:

It is assumed that each fission releases one light frag-

ment and one heavy fragment. The light fragment has an

initial charge in the fuel layer Z_ = 21 and an initial

energy E_ = 100 Mev. For the heavy fragment, Z_ --- 23

and E_ = 65 Mev. Furthermore, it is assumed that the

charge of the light fragment varies as (velocity) v=, while

that of the heavy fragment varies as the velocity itself.

Although there is little information concerning the ranges

in solids for each fragment, on the basis of measurements

reported in gases (Ref. 3), it will be assumed that the

respective ranges are proportional to the initial energies.

Finally, the linear energy-loss model originally used

has been replaced with the assumption that the fission

fragment velocity decreases linearly with penetration.

Thus, the equations presently being used for calculating

efficiency become (compare with Ref. 2, p. 21), for the

cylindrical case:

-- E' _rr d_ =ox da (1-r)Ccos2acosSdr,

where

r,_= is the smaller of

l- V a

cos 2a 1--_sin 2_
_2

T

COS 2 (_-max =

V

a 2

1 - _ sin _
/t2

sin: _,,_ is the smaller of

and c = d = 1 for the heavy fragment, while c = ½ and

d = % for the light fragment.
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In these equations the voltage V is in units of Eo/e',

where E0 is the initial fragment energy and e' is the initial

fragment charge. Similarly, the fuel layer thickness r is

in units of fragment range. Therefore, for a given actual

voltage and thickness, separate calculations must now be

made for the light and heavy fragments and their results

combined to yield the actual efficiency.

Machine computations are now under way which will

show the effect of this more realistic efficiency deter-
mination.

Co Local Measurement of
Gravitational Fields

H. Wahlquist and F. Estabrook

One useful feature of the dyadic formulation of gen-

eral relativity (Ref. 4) is its physical interpretability. The

dyadic equations are written directly in terms of local,

proper 3-vector and dyadic quantities, which are shown

to be exactly those quantities usually operationally de-

fined and experimentally measured. The equations are,

therefore, immediately applicable to the analysis of grav-
itational experiments.

As an example of this, we have derived two equations

which show how, in principle, 14 components of the

Riemann tensor may be locally measured by an arbitrar-
ily moving observer who compares the relative accelera-

tion and precession of two adiacent inertially oriented

test particles. To interpret the equations, one may think

of an arbitrarily moving laboratory (Earth-based, satel-

lite, or other), small enough so that within it space is

Euclidean, equipped with x, y, z Cartesian axes and

equipped everywhere with standard clocks. The clocks

cannot, however, be synchronized because of the arbi-

trary motion of the room.

Consider, then, two inertially oriented test particles or

"stable-platforms" in this laboratory. Take one of these

to be fixed at the spatial origin and the other to be at r.

The second may move arbitrarily about the room; i.e.,

i--7¢=0. Each of these stable platforms will, in general,

precess with respect to the Cartesian axes: we denote the

angular velocities of precession as -co and -co_, respec-

tively. Each of these is measured using a standard clock

at the point of measurement. Next, consider two accel-

erometers, coincident with the stable platforms and

similarly measuring accelerations a and a_, respectively.

The operational equations relating these measurements
are shown to be:

a, =a(1--a-r) +_ + 260 X

+co x (_ x r) + 4, x r + q.,- (1)

--co, ---- (-- 60)(1 -- a'r)

+aX(_'+¢oXr)--B.r+tXr (e)

The first of these is a quasi-Newtonian equation: the

usual centrifugal, Coriolis, and angular acceleration

terms will be recognized. A special relativistic clock-rate

correction factor [ 1 - (a" r/c2), where c 2= 1 in our units ]

is but another manifestation of the Doppler shift pre-

dicted by special relativity for accelerating frames and

recently verified in local, terrestrial experiments using

the M6ssbauer effect (compare Ref. 5, p. 411). The term

Q • r is the general relativistic term expressing the tidal

acceleration effect of the space-time curvature. In con-

tradistinction to all other fields in physics, it is charac-
teristic of the gravitational field that it is observable not

as a force or torque on single test particles, but rather
as a differential or tidal effect between two or more

adjacent test particles. If the test particles are free

(a_ = a = 0), the first equation reduces to the equation

of geodesic deviation of Synge (Ref. 5).

In the second equation, all terms leading to a differ-

ence between the stable platform angular velocities -6ol

and -co are of special or general relativistic origin. We
again find a clock-rate correction factor. The second

relativistic term is the differential Thomas precession.
These two terms can be derived from the usual Thomas

precession formula in the differential limit, provided care
is taken to express all precession rates in terms of local

proper times. The terms -B • r and t X r again express

the effects of other components of the Riemann tensor,

i.e., the space-time curvature or gravitational field.

According to Einstein's theory, t is to be identified

with the local density of momentum, as seen in the lab-

oratory x, y, z system. The quantity B is a traceless

dyadic involving five local components of the Weyl

tensor, while Q involves the other five components of

tile Weyl tensor (in a traceless dyadic A), the local stress

tensor T, and the local mass density 0 as follows:

1
Q = A + T + _- {p - 2tr T} I (3)
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If the laboratory is sensibly empty, t, T, and p must all

be negligible. The gravitational terms will then involve

only the dyadics A and B, which represent the local

gravitational field produced by external matter and stress

systems. In fiat Minkowski space-time, A and B will also

vanish. The details of this local interpretation of the

Riemann tensor are given elsewhere7

2Estabrook, F., and Wahlquist, H., "Dyadic Analysis of Space-
Time Congruences" ( To be published ).

D. Derivation of the Master Equa-
tion with the Wigner-Weisskopf

Formalism for Radiation Damping
O. yon Roos

The so-called "master equation" (Ref. 6) expresses the

time rate of change of the occupation probability P_ of

a state la > by means of the following irreversible

equation:

/ha = _ [Wea e_ - Wat_ Pal. (1)

It is our aim to derive this equation from Schrtidinger's

equation by means of two assumptions: (1) the random

phase assumption, and (2) the validity of the Wigner-

Weisskopf perturbation treatment. The first assumption

means that, in a double sum over probability amplitudes

ca c _, only diagonal terms have to be retained; i.e.,

Ecoc_ = Elcal _. (2)
ag_ a

As to the second assumption, the derivation given below

will clarify this assumption amply.

Starting from Schr6dinger's equation for a many-body

system:

(Ho + H1) q_= ih _, (3)

we find, with

HoI_> -- Eal_> (4)

(,,)¢ = E ca(t)exp - _ Ea I_ >, (_)

that

d
i/i _ [ct3(t)] -- _'-_ca(t) exp (it_,_a) < �3In, ]_ >.

ct

(6)

This equation is still exact. We now propose to solve

Eq. (6) in first-order perturbation theory, assuming for
the expansion coefficients c, at t = 0:

ca(t) --_ ea(O) exp (-- 2 Pt ) (7)

(i.e., the Wigner-Weisskopf hypothesis). By inserting

Eq. (7) into Eq. (6), we can integrate immediately:

Obviously,

explt(i_o_-1F)l-1

1

i
c_(t) = 7-g_2 ca(O)-7 (8)

x </31H_I_ > + _,(0)exp - grt .

I c_(t) I_ = e_(t) (g)

is the probability of occupancy of the state 1/3 >. Taking

the square of Eq. (8) and applying the random phase

assumption, Eq. (2), yields:

1 ]exp(it_,)o_a -11"t'_(t) = PK0) exp (- Pt) + _7_ Pa(0)

× l</31n_I_>l _ (10)

In order to determine F, we simply insert Eq. (8) into

Eq. (6) and obtain:

2 c_(0) exp --_-Ft

explt (/_,,,--1P)] -1
1

= E_Ec., (o)
a a p

1
/,%,, - _-F

× < -IHll_'>exp(%a) < _IH, I_ >.

(11)

Multiplying Eq. (11) by c_(0) and applying again the
random phase assumption yields (neglecting the small

quantity 1-" in the exponentials):

p = 1 1 -- exp(it_,_.) l < ctlH_!/3 > ]s"
ih

(12)
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In the limit

-1 (13)
r-l>> t>> Oga ,

i.e., in times large compared to characteristic frequencies

of the system but small compared to any times compara-

ble to measurement times (macroscopic times), we have

from Eq. (12):

2._t
Rer- /_., E_(o,g,)]<_IH,]#>12 , (14)

ot

im F = 0. (15)

Eq. (10) gives, in the same limit:

ee(t) = i%(0)(1 - rt)

2_ _ _ 1_eo(o). (16)

Eq. (16) together with Eq. (15) then yields:

ve(t) - ee(o) _ dee(o)
t dt

2_

ft

× I< _[H1 Is > is (e_(0) - re(0)),

(17)

which is just Eq. (1) with the well-known expression for

the transition probability

2
weo--woe=- <  IHII > Is (18)

Since the Wigner-Weisskopf theory is only a special case

of the general damping theory by Heitler (Ref. 7), an

application of the latter theory is of great interest in

nonequilibrium statistical quantum mechanics, a fact

which thus far has not received any attention. Work

along these lines is in progress.

Eo Internal Automorphisms of a
Two-Particle System

J. S. Zmuidzinas

This discussion supplements a previous one on rela-

tivistic many-particle states (Ref. 8). As was shown there,

the relativistic two-particle states are specified by 12

quantum numbers, 6 of them pertaining to the center-oL

mass characteristics of the two-particle system and the

other 6 describing the "internal structure" of this system.

A typical state is

Imspx;mlsl Ximsss Xs> (1)

with obvious slight changes in the notation of Ref. 8. As
we have shown,

xl = W(" " P(S)/polpt,

where p0 _ m and p are the total center-of-mass energy

and momentum, respectively. It is readily verified that

IP[ = Fm ,x_(m_, m 2, m2),

A (a,b,c) = a s + b s + c s -2(ab + bc + ca),

so that

_,1 = 2W") • p(z) a-½ (m_, rn_, mS).

The three masses and I,_ = W (1) " p(2) are invariants

under all transformations of P t+,and hence so are x_ and

As. The internal quantum numbers ml, sl, x_, ms, ss,

and As, being eigenvalues of invariant operators, are

not affected by an arbitrary inhomogeneous Lorentz

transformation (a, A):

U(a,A) lmspx; mxs_ x, m_s2 A2>

= e-ia. Ap_ DSx,x(a(A,P))]msp'A';mla1A1msSsA2_ >,
M

(2)

where p_, = A _ p,, R is the Wigner rotation operator
(Ref. 9), and D_,x are the matrices of the (2s + 1)-dimen-

sional representation of the three-dimensional rotation

group. Eq. (2) holds for the case m, p0 > 0 of physical

interest. The natural question arises whether there exist

some unitary transformations of the states (1) generated

by the operators phi), M(_) i :- 1, 2, which mix the
internal variables Ax and As (m_, Sl, mz, Ss are necessarily

fixed within the framework of the Poincard group) and

yet leave the "external" quantum numbers m, s, p, A

unaffected. Clearly, such transformations must be

built up from invariants which commute with all

p_ _- p_) + p(2) and M_, _- M_ ) + Mh_ of the external
Lie algebra. T_e set of all such invariants is denoted by
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8_,t. We have found all of them; omitting details_ they
are as follows:

_1 = (e(')_,

_,1 = (W_') _,

= p(1). p(2),

x-1= W") • V(_,

K1 =" W (1)'w,

v ---- (W) _,

#1 = [ wew(1) p(1)],

_ = (p(_))_,

,o_= (W(_)) _,

(/) = W (1) • W(2),

X_ = W (_) • P"),

_2 : W (2) "W,

a = [P") P(_) W") W¢_)],

#5 = [wew ('_)t'(_)],

(3)

where

1
Ws = -_ esvp,, M vpP%

[ABCD] = %_p_A_B _CoD`'.

The fourteen Hermitian internal invariants form a basis

of C_,t in the sense that every other element of
_,t can be written as a linear combination of invariants

of the form x, x" y, (x" y) • z, ".., with x, y, z, ... in__;

the Jordan product x'y is defined by

1
x . y =---_ (xtj + yx) = y . x = (x . y)*,

and it reduces to the ordinary product xy = yx whenever

x and y commute. If XeC.i,t; then E_(_) = exp (-i_X),

real, generates a one-parameter (Abelian) group of uni-

tary transformations or automorphisms of the two-particle

Hilbert space J((z), the closure of the set of all linear

combinations of states (1). The states transform as
follows:

E_ (_) [ m s p X; m_ sl M m2 s2 X2 >

= _]< )t_ )t; I E, (_) [ X_)tz > Imsp)t; mxs_ X'_m_s_X" >

One would like to characterize all internal automorph-

isms of j_(2) in the hope that knowledge of them may

lead to an understanding of the dynamics of particles.

After all, the S-matrix is a Lorentz-invariant automorph-

ism of j_(oo), the Hilbert space of an infinite number of

particles. As a first step in this program, one must know
the commutation relations of the basic internal invariants

(3). We first note that g_, t_z, o_1, _o2, g, and v commute

with themselves and all the other invariants and may
therefore be considered constants. The commutators be-

tween the remaining eight invariants X-_,2,K1,2, fl_,2, u, and

,, have been computed, but will not be reproduced here

because of their length; they have the general form

[X_, Xj] = i cij klX_" Xz (c's real), (4)

with Xi, X j, "" in _. The elements of _ obviously do not

form a Lie algebra. One hopes that, by suitably enlarg-

ing the basis _ with elements of _i,t, one can arrive at a

closed system of invariants forming a finite-dimensional

Lie algebra of internal symmetries of the two-particle

system. This hope is substantiated by the fact that

the Jordan product in Eq. (4) is always of the form

I •X_ = X1, _1 " X_, or X2 " X_, and by the fact that rela-

tions exist between certain Jordan products. We are at

present investigating this problem.

Fe Two Variational Principles for
London's Equation

M. M. Saffren

London (Ref. 10) proposed two equations which, to-

gether with Maxwell's equations, should govern the

electrodynamics of superconductors. For stationary states

of the superconductor, only one of these equations is

germane, namely,

X v_(r)= --_ B(r), (1)
F/_C

where e, m, and vJr) denote the charge, mass, and

velocity field, respectively, of the superconducting elec-

trons, and B(r) is the magnetic field. It is perhaps inter-

esting, though not surprising, that this equation can be
made to follow from a variational principle. In this

discussion we describe two such principles.

Of course, aside from any intrinsic interest it may

have, the casting of London's equation into the form of

a variational principle has the value that approximate
solutions of London's equation can be defined and the

"best" approximation having a prescribed form can be

obtained; this can be quite useful when the geometry of

the superconductor is sufficiently complicated to forestall
an exact solution.
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One of the principles is that the magnetic field realized

in a superconductor be such as to render the energy of

the superconductor a minimum. This energy is comprised

of the kinetic energy of the superelectrons and the

energy stored in the magnetic field present in the super-

conductor. The second variational principle, while it is

not as easily described, has an important advantage over

the first principle. Unlike the first principle, the second

includes the fields outside the superconductor as well as
those inside; in this sense, the second is more complete.

Moreover, we shnw this principle to be a natural gener-

alization of the well-known variational principle that

holds for static magnetic fields when superconductors
are absent.

We now proceed to derive the first variational principle.

We suppose that superelectrons find themselves in a

lattice whose velocity field we denote as vl (r). We also

suppose that the magnetic field at the surface of the

superconductor is given. The lattice motion and external

field may be thought of as "sources" of the velocity field,

v,(r), of the superconducting electrons.

The essential step is to express the kinetic energy of

the superelectrons in terms of the magnetic field present

in the superconductor. To do this, we use the Maxwell

equation

4..
V X B -- --j, (2)

C

which holds for stationary fields. We now write j as

ep,_ (r) v_ (r) -- em(r ) vz (r),

where e is the charge on the electron and ep_ (r) and

e m (r) are the charge densities of the superelectrons and

the lattice (here defined as the rest of the solid), respec-

tively. For simplicity we assume

p_ (r) : m (r) : p = constant.

Then, if m is the electron mass, the kinetic energy takes
the form

ift ,im (0v_) 2 dr = xV X B + m_._.c_cXe vz (r dr ,

(3)

where x 2 = mc2/4rr.pe 2. The total energy in the super-

conductor, E, is thus

A--e-v_ (r) + B'-' dz •

(4)

By setting the variation of this expression equal to

zero, we now show that we are led to London's equation.
The variation is

(V X 8B)'A XV X B t-_-eVz(r)

+ 8B • B} dr.

Integration by parts yields

1 f_ _x=_ "" V "X B +--
G J _B" L v x

v Xv1(r)-FB dr
e

(5)

+-_--_SB [ _aX'VVXB+mc ]• -- v, (r) de, (6)
e

where _ is the unit normal. Since SB in the interior of

the superconductor is arbitrary, then in the interior

A2V X V X B + m.._£cV Xv_(r) + B =0, (7)
e

if the variation of E is to vanish.

This is nothing more than

mc V X v,_ (r) = -- B, (8)
e

which, as we see, holds independent of the motion of
the lattice.

How we handle the surface terms in the surface in-

tegral depends upon how B is prescribed at the bound-

ary. If B is prescribed at the boundary by requiring it to

be continuous with some fixed external field, then, of

course, 3B = 0 at the boundary. If B at the surface

is free to take on a value that makes the energy a mini-

mum, then

_nX MV X B+--vz(r =0 (9)
e

on the surface, since 2,2 V X B + (mc/e) vl (r) is nothing

more than (mc/e) v, (r). The demand that the energy in

the superconductor alone be a minimum is seen to re-

quire that v, (r) vanish on the surface of the supercon-

ductor. However, this condition may give rise to external

magnetic fields, and, therefore, the total energy of the

system comprised of the superconductor and its external

fields is not a minimum, even though the energy of the

superconductor is. In this variational principle the fields

external to the superconductor enter only to supply

boundary conditions for B on the surface of the super-
conductor. Because the external field does not enter

directly into the principle, we must be sure when we
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supply the boundary fields that they do come from some
solution of V " B = 0, V X B = 0, which are Maxwell's

equations for B in free space.

We now set up a variational principle that frees us

from this constraint. This principle also determines the

field external to the superconductor and so allows us to

use approximate instead of exact fields not only inside

the superconductor but also outside. This permits us to

guess the entire field configuration throughout all space.

The principle consists of making stationary, with respect

to variations in A, the functional

f f{l[ 1'(V X A) 2 dr + A + mc (r)
Twz

all space superconductor

'l'}-- wz (r dr, (10)

where wt (r) is the transverse part of vl (r) The condi-
tions on A are that it be continuous across boundaries

and that, unless there is a magnetie field at infinity, A

vanishes there. The field A is the vector potential; i.e.,

B = V X A. Variation of A leads to the requirement

that, if A (r) makes the functional stationary, then the
tangential components of V X A are continuous across

boundaries (not surprising), and

V X V × A = 0 in space; (lla)

A2VX_X A +mc w_(r) + l = 0
e

in the superconductor. (llb)

On taking the curl of the last equation, we obtain Lon-

don's equation.

If there are external sources or a field at infinity, the
principle must be modified. When B_ is the field at

infinity, one replaces

l(V X A) 2 dr

by

,-/r(V X A) 2 - (r X B=)" V X A] d'r.

More interesting is the case where there are external

transverse currents, jest, which act as external sources of

the field; then,

f

/(v x ,), d_-
all space

must be replaced by

/[(VX A) 2- 8rcJe,.__.____t"A]dr.

all space

In fact, if we put the current due to the lattice motion

into jest, we can write the variational principle quite
generally as:

fr (V x A)2 ,-i
all space superconductor

(]2)

Actually, in this form the variational principle is easily

seen to be proportional to the negative of the total mag-

netic energy in a system comprised of sources and super-
conductors. To see this, we write the above expression as

8rr C

f {(V X A)2---_-[j_., _A-_._q'A}dr

all space (13)

where

= _A inside the superconductor
A,_p (0 outside the superconductor

However, since in the superconductor

c A
J"- Sr X'-' ' (14)

we see that our variational principle is

(V XA) 2--c- j'A dr, (15)

a well-known expression, except--and this is the essential

point--we have replaced vs by -(e/mc)A. Thus, part
of j takes part in the variation, whereas in the usual

expression j is regarded as fixed and is not varied.
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TELECOMMUNICATIONS DIVISION

XVII. Communications Elements Research

A. Low Noise Amplifiers
C. T. Stelzrled, W. V. T. Rusch, R. Brantner,

and R. Clauss

1. Millimeter Wave Work, c. r. Stel=rieaandW. V. T.Rusch

a. Summary. The objective of the millimeter wave work

is to investigate millimeter wave components and tech-

niques to ascertain the future applicability of this fre-

quency range to space communications and tracking. This

involves the development of instrumentation for accurate

determination of insertion loss, VSWR, power and equiva-

lent noise temperature of passive elements, and gain and

bandwidth of active elements at millimeter wavelength.

In order to bring together state-of-the-art millimeter

wave circuit elements and evaluate their use in a system,

we have built a radio telescope consisting of a 60-in.

antenna and a super-heterodyne radiometer. The radio
telescope was used to observe the 90-Gc temperature of

the Moon during the December 30, 1963 eclipse (Refs. 1

and 2). This experiment was a joint effort by personnel

from JPL and the Electrical Engineering Department of

the University of Southern California.

b. Recent work.

90-Gc radiotelescope observations. The 90-Gc radiom-

eter is currently undergoing improvements and modifi-
cation. Lunar observations were made from the JPL Mesa

antenna range during the period April 13 to 27 in order

to determine the present measurement capability in the
field.

Prior to the observation, the antenna was refocused

(Fig. 1) and antenna patterns were made [Fig. 2(a)

o f

hd

I

--_ AWAY FROM HORN

I IE i ' ,
WARD HORN

- I I
0.15 0.10 0.05 0 0.05 0.10 0.15 0.20 0.25

POSITION, in.

Fig. 1. 90-Gc antenna subreflector focusing
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Fig. 2. 90-Gc antenna patterns: (a) declination and (b) hour angle

8 12

and (b)]. The patterns were measured on a 0.8-mi-long

range using a 10-mw continuous wave (CW) klystron

source. Considerable diflqculty was experienced with

instability while attempting to take patterns using the

radiometer receiver. This was due primarily to klystron

frequency instability in conjunction with the narrow
bandwidth radiometer (10 Mc). In order to resolve

the frequency instability trouble, the klystron was modu-

SKY

COMMENCE DRIFT CURVE ON MOON

LOCAL TIME: 19:51::50

ZENITH ANGLE: 46.25*

J

15 14 1:5 12 II 10 9

TIME, rain

GAS TUBE

168"K

8

SKY

&
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_ TO RADIOMETER

At'I rd'

L_,. AMBIENT

: 0.703 db _ TERMINATION TO

/

/

Fig. 3. 90-G¢ radiometer waveguide calibrations

lated at 1000 cps, the received signal was video detected,

and the 1000-cps signal amplified in a narrow-band ampli-

fier. With this arrangement it was possible to obtain

10 db of dynamic range with better than 0.5-db reso-

lution. A rotary vane attenuator in the transmitter line

was used to calibrate the relative power.

The manual waveguide calibration switch has been

replaced with a remote controlled waveguide switch, and

the waveguide has been recalibrated as shown in Fig. 3.

The losses to the hot load are high, because of the un-

plated stainless steel waveguide (approximately 0.313

db/in, at 90 Gc). Plating techniques are being tested.

When a suitable technique is available the hot load guide

will be plated; this will reduce the loss and inaccuracy.

As shown on Fig. 3, the equivalent noise temperatures

are denoted by a double prime at the output of the wave-

guide switch and the antenna temperature by a single

prime at the horn input. Using the method of Ref. 3, we

have, at the waveguide switch output, the reference

temperatures

LI -- 1
(T"- To) = (Tu - To)_ ,.,,,_o ,. ,J,__ ,. ,.

U.._L)U,.) L_ l _UU] LJIL_ 2

----(r, - To)(0.76) (1)

Using this calibration, the measured Moon temperature

defined at the waveguide switch output must be multi-
plied by the loss L_ (0.751 db) to refer to the horn input.

During a large percentage of the time during the 2 wk

of observation, it was either raining or cloudy and over-

cast. The antenna was not set in the position of a polar
mount for these measurements. The measurement tech-

nique consisted of optically setting the antenna to the

center of the Moon and letting the Moon drift out of

the antenna patterns giving 1/fia normal drift curve. A

typical curve taken in this manner at 19:44:00 local time

on April 16, 1964 is shown in Fig. 4. The sky was cloudy.

The radiometer had 10-Mc bandwidth and a recording
time constant of 10 sec.

AI/_ _i
_J'_,,/-- "7

.A
J

7 6

/

COMMENCE DRIFT CURVE

ON MOON

LOCAL TIME:I9:44:00 /
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5 4 3 2 I

TIME, rnin

Fig. 4. 90-G¢ radiotelescope Moon drift curves (April 16, 1964) from JPL Mesa
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140

_ 120

--ZENITH ANGLE,

_1.,,._ z = 36.25 deg

IOO

I.--

4O

18.9 19.1

z =47.75 deg--

z = 45.0 deg-_ _

19.3 19.5 19.7 19.9

LOCAL TIME, hr

Fig. 5. 90-Gc Moon temperature measured at
horn input (April 16, 19641

Some failures have been experienced with the 90-Gc

mixer crystals. With the present unmatched diodes, the

receiver equivalent noise temperature is approximately

20,000°K. The theoretical rms stability for a Dicke radi-

ometer with square wave modulation is approximately

]AT_ 10seciil0Mc) _ 20,000°K--3°K (2)

The reduced Moon temperature data calibrated to the

horn input is shown in Fig. 5 for eight drift curves. The

average temperature over the measurement period is
84.5°K with a standard deviation of 6.5°K.

2. Solid State Circuits, R.Brantner

a. Summary. An intermediate frequency amplifier using

field effect transistors (FET) is being studied for possible

application as a low noise amplifier where space and

power requirements preclude use of vacuum tube ampli-

fiers. Experimental models of a 10-Me amplifier have
been built and tested.

b. Recent work. As reported, a first model of the ampli-
fier was built and tested. Results indicated the need for

much better shielding and inter-stage signal isolation.

Accordingly, a carefully shielded unit was constructed

incorporating precision mechanical construction for ade-

quate shielding and very efficient RF filtering in the

power distribution lines. Using this unit, careful meas-

urements indicate that part of the very high gain previ-

ously reported can be attributed to regeneration between

stages. In the new model, the amplifier proper has been

set for a gain of approximately 30 db and a bandwidth

of approximately 3.5 Me. The input matching network
was then adjusted for a bandwidth of 1.0 Me; at this

setting, the gain was 52 db and the noise figure (NF)
was 6.0 db.

Attempts have been made to operate the unit at vary-

ing supply voltages but at B + voltages in the 8- to 12-v

range, both the bandwidth and gain decreased substan-

tially. Consequently, tests are being made using a power

input of 16 v at about 40 ma. Under these conditions,

all RCA Type TA 2330 FETs now on hand have been
tested in the input stage for over-all NF and first-stage

gain. The results are as follows:

Characteristics Minimum Average Maximum

Over-all NF, db 5.9 8.5 13.6

First-stage gain, db -0.7 5.8 7.8

The majority of the FETs on hand have a gain between

4.5 and 7.0 db, with over-all NF between 6.6 and 10.1 db.

A significant point is that many FETs have the same

gain but produce as much as 2.8- to 3.0-db variation in

the NF. This indicates the necessity of selecting FETs

for both gain and NF until units of far more uniform

characteristics are available. All units gave essentially
the same bandwidth of 1.0 Me.

Since a gain of 30 db would be adequate for use in

a low noise preamplifier, the main difficulty, at present,

is in broad-banding the input matching network to obtain

a usable bandwidth with a good NF. Work is proceeding

along these lines. Also, studies are in progress which

may make possible greater amplifier bandwidth,with no

sacrifice of gain, by using modified interstage coupling

networks. All tests to date have been performed using

a 50-ohm source and 50-ohm load. Past experience with

IF amplifiers indicates that broad-band inputs are far
easier to achieve with the 300- to 400-ohm source im-

pedance of a diode mixer. This is another area of investi-

gation in the improvement of the FET IF amplifier.

3. Microwave Noise Source, c. r. Stel=rledo,a e. aouss

a. Summary. The principal requirements on a gas tube

noise source for calibrating a microwave receiving sys-

tem are: low insertion loss, good short- and long-term

stability of the injected noise, long life, and ease of

operation. Present techniques used at JPL utilize a noise
tube on the side arm of a directional coupler to inject

a noise pulse of the desired amplitude. The excess noise

added to the system by the unfired source adds a fair

amount of noise (from 3 to 0.75°K, typically) which leads

to very large decoupling factors, up to 26 db. The net

result is a noise pulse which is sometimes too small for

proper system calibration. Short-term instability of the
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excess noise from commercial microwave noise sources 
has been measured (Ref. 4). Short-term instability can 
be traced to changes in environmental temperature, 
mechanical vibration, and voltage supply. Electrode and 
gas impurity and previous history such as electrical over- 
loads contribute to long-term instability. In an opera- 
tional configuration, long cable runs between the noise 
source and its power supply are sometimes necessary. 

voltage pulsing required to excite the noise source. Some 
noise sources have had a notable short life under opera- 
tional conditions. 

As a result, difficulty has been experienced with the high- I 

I 
A commercial neon bulb Type NE-2H has been used to 

fabricate an experimental noise source. Preliminary 
measurements indicate a low insertion loss and a possible 
application in future receiving systems. 

b. Recent work. A commercial neon bulb Type NE-2H 
has been used to fabricate an experimental WR 430 
waveguide noise source (Figs. 6 and 7). In this design, 
the tube is inserted directly in the waveguide. The small 
tube has the advantage that a high-voltage pulse is not 
needed for excitation due to the proximity of the elec- 
trodes. Laboratory measurements were made at 3 ma 
of current using a 180-v battery with a series dropping 
resistor. With the bulb inserted 0.33 in. into the center 
of the waveguide E-field, the excess noise at 2295 Mc 
was approximately 20°K-a useful value for use in a 
very low temperature system. The VSWR was 1.02, and 
the insertion loss with the tube not fired was 0.0066 db 
(which would contribute less than 0.5OK to a receiving 
system noise temperature). The insertion loss without 
the tube installed was about 0.005 db. Firing the tube 
resulted in an increase in the insertion loss of 0.007 db. 
The insertion loss L through a gas relates the equiva- 
lent noise temperature T ,  of the gas to the equivalent 
excess noise temperature T,  by 

This indicates an approximate equivalent noise tempera- 
ture for the gas in a NE-2H tube with a 3-ma current of 

4*343 = 62000K T, N 20°K __ 0.007 

The excess noise in this arrangement was measured to 
be almost directly related to the tube current, SO that a 
well regulated power supply is needed. A 1% excess noise 
stability therefore requires better than 1% power SUPP~Y 

Fig. 6. Experimental WR 430 waveguide noise 
source showing location of noise source 

i 

Fig. 7. External view of experimental WR 430 
waveguide noise source 

current stabi!ity . Commercial power siupplies are avail- 
able with stabilities better than 0.01%. 

Future work on these noise sources will include meas- 
urements of leakage and output stability. Also, designs 
to minimize insertion loss and VSWR will be studied. 
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B. Optical Communications

Components
J. Siddoway and J. Maserjian

1. Lasers, s.Siddoway

a. Summary. A modification of the traveling wave laser

(TWL) amplifier has increased the gain by about 0.7 db

at the 1.15-/_ wavelength. The amplifier is still lossy at

0.6328/z, although considerable improvement in the gain

of the gas is observed.

b. Recent work. Performance characteristics and analy-

sis of the TWL amplifier for three spectral wavelengths

were reported in Ref. 5. The major points in the analysis
were:

(1) The gain of the gas in a He-Ne system depends

upon the radius of the tube (,,_ 1/r).

(2) For very high-gain wavelengths (such as 3.39 /_),

a linear single-pass amplifier is simpler and more
efficient.

(3) For very low-gain wavelengths (such as 0.6328/t),

the gain is limited by the number of passes one

can obtain with the optics.

(4) The TWL amplifier is best suited for wavelengths

(e.g., 1.15 _) where one can obtain several percent

net gain per pass.

Gain measurements reported previously were 40 db for

12 passes at 3.39 _, 7 db for 56 passes at 1.15 /t, and

-3 db for 40 passes at 0.6328/_.

The TWL amplifier has been modified by the insertion

of a longitudinal spacer to decrease the narrow dimen-

sion of the tube. Fig. 8 shows the gain curves before

and after the modification for the 1.15-_ wavelength.

Gain of the TWL amplifier at this wavelength has been

improved by about 0.7 db for 44 passes. This is now

the maximum number of passes obtainable before the

TWL amplifier begins to oscillate due to diffraction cou-

pling. The amplifier is still lossy at the 0.6328-/t wave-

length, although the measured net loss is now _0.5 db for

48 passes versus 3-db loss for 40 passes before modifica-

tion. Performance characteristics for the 3.39-/z wave-

length, since modification of the amplifier, are not yet

conclusive. The narrow dimension of the TWL amplifier

is now comparable to the diameter of the laser oscillator

tubes; further improvement in gain characteristics may
result from the use of bundles of small bore tubes as

discussed in Ref. 5.

J_
"1o

z"

(.9 /
J 24-p.w INPUT

BEFORE
MODIFICATION

AFTER
MODIFICATION

0 16 32 48

NUMBER OF PASSES

Fig. 8. Gain versus number of passes for

1.15-/_ wavelength in He-Ne

64

2. Superconducting Bolometers, J. Maseriian

a. Summary. Work on a superconducting bo|ometer

utilizing a vacuum deposited film of tantalum has been

described in previous reports (Ref. 6). In order to make

a fair appraisal of the feasibility of such a device for

infrared detection, one should consider only an optimized

design. The design theory depends upon the thermal,

optical, and electrical properties of the device. The ther-

mal and optical properties can be treated in a general

way independent of the specific electrical properties and

will be the subject of this report. It is anticipated that

electrical measurements in progress will provide the

necessary information for completing the device evalu-

ation in a subsequent report.

b. Recent work.

Thermal considerations in the design of superconduct-

ing bolometers. The traditional design of bolometers

attempts to achieve a high degree of thermal isolation

for the bolometer element, as might be obtained with

only radiation exchange of energy. This provides the

maximum sensitivity of the bolometer, but only at ex-

tremely low modulation frequencies of the radiation

(typically much less than 1 cps). For reasonable fre-

quencies essential for communication applications, the
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thermal transfer may in general be described as a solu-

tion of the thermal diffusion equation satisfying a given

geometry. That is,

_T
m

_t KV2T (1)

It is tacitly assumed that thermal convection is avoided,
since it will contribute to excessive noise and reduce

the thermal response. The usual treatment is to assume

parallel heat flow in which the thermal diffusion length

is short compared with the length of the conducting

medium attached to a heat sink so that only a fixed

thermal conductance K need be considered (Ref. 7). In

this report, the general solution is presented for a

harmonic response assuming parallel heat flow into a semi-

infinite medium. This solution predicts the optimum con-

ditions required for maximum response at a given

frequency.

The assumption of parallel heat flow follows from a

requirement believed essential for superconducting bo-

lometers and is not merely a mathematical simplification.

It is essential that the superconductor be at a uniform
temperature (isothermal condition) in order to avoid

movement of boundaries between the normal and super-

conducting state along temperature gradients. Indeed the

nonisothermal case has been the subject of a special

kind of superconducting bolometer (Ref. 8). However,

because of the instabilities believed inherent in boundary

movement and the associated excess noise (Refs. 9, 10),

the isothermal requirement appears most reasonable. In

the situation where a superconducting film is deposited
on a fiat surface, the isothermal condition at the film is

equivalent to a requirement of parallel heat flow into

the substrate medium. The geometry may then be as

shown in Fig. 9 where the superconductor film of thick-

ness 1i [region (1)] is at the end of a long cylinder

[region (2)] of area A attached to a heat sink. The cyl-

inder, if placed in a vacuum, would experience negligible

radiation loss compared with heat conducted along the
cylinder.

If the radiation absorbed at the film is Qo ÷ Q sin _0t

and the film is maintained at some temperature in the

superconducting transition region T1 by means of a heater

bias (Ref. 6), the average power Qo may be ignored,

incorporating it into the heater bias. We then solve for

the harmonic steady-state response at the surface. It is

assumed that 11 is much shorter than the diffusion length
in region (1); that is,

11< < (2)

where _x = kl/olc_, and c, p, k are the specific heat, den-

sity, and conductivity, the index referring to region (1),

so that the entire film may be considered at a uniform

temperature T1 ÷ AT1. Applying the boundary condition

Q sin _0t-- Qx ÷ Q2 (where Q1, Q_ are the harmonic com-

ponents of heat flux flowing into regions (1) and (2),

respectively) to the steady-state solution of Eq. (1) given

for region (2) alone (Ref. 11), we obtain,

AT, ----AT cos (_t - @) (3)

where

= tan -_ [1 + (2_/o0)s]

AT = Q/A (4)
C_o, [(1 + 2_o/,_) _ + (,_o/o_)1_

kzcepz

(5)

CI = c_p_ll, the heat capacity per unit area of region (1).

The amplitude of the harmonic temperature response

AT described by Eq. (4) is plotted in Fig. 10 for an

arbitrary Q/A, C1, _o. (The solid curve represents re-

sponse of long rod; dotted curves (a) and (b) represent

@0 + @ sin _?

VACUUM

, , (2)

Fig. 9. Bolometer geometry assumed in thermal calculations

TO HEAT $1NK
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Fig. 10. Temperature response of bolometer

response of rods with length 12 indicated.) The asymptotic
forms are

Q/A Q/A

AT Q/A
= cl----Z , _ >> ,oo (7)

Eq. (6) is the limiting case where the heat capacity of

the film region (1) is negligible compared with diffusion

into region (2). Eq. (7) is the limit where only the heat

capacity of the film is important. The transition frequency

_o represents the condition where the energy stored in

the film equals the energy stored in region (2).

Clearly the temperature response is always higher at

lower frequencies. However, let us assume that we desire

to operate near some frequency which we call ol. Then
the best we can do is to use the minimum value of kzc2pz

applicable to the bolometer and insist that _,o_ _,1. From

Eq. (5), the latter condition requires that Ca _ (k2c2p2/01) ½

which is easily met with thin films at moderate frequen-

cies. If we assume C1 to be the minimum value applicable

to the bolometer, then _,0 represents a practical upper

frequency limit on the bolometer without making an

excessive sacrifice in response.

The solid curve shown in Fig. 10, if considered to rep-

resent the minimum applicable values of C 1 and k2c=pz,

will envelop all possible response curves based on differ-

ent parameters. Most significantly, this includes any

response with a short conducting medium, which is the

case usually considered. This case is illustrated by the

dotted curves (a) and (b) where the same parameters

are assumed except that the length 12 of region (2) is

shortened. In curve (a), l= equals one-fourth the diffusion

length at oo, i.e.,

C,

l_ = % (_/_0)_ - 4p_c_'

and in curve (b), 12equals four times the diffusion length

at oo, i.e.,

4C_
12 = 4 (_2/0,0)½ = --.

p2C2

The plateau is given in each case by Q/A//k2/12. Clearly

the optimum response can only be achieved with a

conducting rod a few times longer than the diffusion

length at the operating frequency. An additional advan-

tage of a long rod is the greater isolation of the bolometer
from the thermal fluctuations of the heat sink (helium

bath). This will be discussed further in a subsequent

report which will consider bolometer noise.

An upper limit on the rod length l._ is determined by

the gradient that can be supported between the super-

conductor and heat sink. This is given by

kz (Ta - To)
(12)ma_ -- Qo/A

where To is the bath temperature and Q0 is the average

absorbed radiation. In practice, at low intensity levels,

this limit would impose no problem.

It is of interest to calculate values of f0 = ,,o/2rr for

some typical parameters. The parameters at 4.2°K along

with the result are given below:

Conducting
medium

k Joules _

2czp2 se_eg 2
[0, cps

Sapphire 1 )< 10-' (estimated) 6 )< 109

Glass 5 X 10-7 3 X 107

The value used for C1 is 5 × 10 -8 joules/deg cm z for a

1000 A film of tantalum. The values of fo are seen to be

quite large and would not be exceeded by any reasonable

operating frequency. This permits us to increase C1 if

necessary without decreasing the response at lower fre-

quencies. This is useful in considerations for optimizing

absorption of the radiation described briefly below. Glass

was chosen as a possibility because it has one of the
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lowest values of k2c_.p2 at 4.2°K and may be applicable
as a substrate for the tantalum film. However, the use

of ultra-high vacuum techniques would be mandatory in

this case and is presently being investigated. Sapphire

has been used in previous samples because it permits

use of a conventional vacuum system in the preparation

of the films (Ref. 6). However, the thermal response of

sapphire is more than one order of magnitude less than

that of glass (o_< ,o0). An additional incentive for investi-

gating the use of ultra-high vacuum techniques and glass

substrates is based on expected improvements in the

electrical performance of the bolometer.

Optical considerations in the design of superconduct-

ing bolometers. No mention has been made of the area A.

Clearly, the smaller A can be made for a given Q, the

larger the response. A practical lower limit is considered
to be the order of 1-mm diameter. This is a reasonable

limit when one considers problems involved in focusing

of the incident radiation, as well as the physical size

requirements on the electrical resistance of the element.

The radiation impinging on the bolometer should

ideally be completely absorbed. Interference methods

for accomplishing this have been described previously

(Ref. 12). Although the discussion in Ref. 12 describes

only partial interference from an anodized film, the

method can be carried to the limit of complete absorp-

tion by suitably adjusting the surface reflectance at the
oxide-air interface. This can be done, for example, by

coating the oxide with a partially transparent film of
metal. The interference method, will increase the total

value of C_ used in the previous analysis; but as pointed

out this will not matter until the transition frequency fo

approaches the operating frequency. This is extremely

unlikely in this case, since the change in C_ would at most

be only about a factor of two.

realizable feed system radiation patterns were expanded

as finite sums of spherical wave functions; this class of

patterns has the property of resulting in azimuthally sym-

metrical aperture illumination with no cross polarization.
The maximum realizable order N of the wave functions

and the corresponding maximum achievable paraboloid

performance were presented in terms of the paraboloid

diameter in wavelengths.

The problem considered in this reporting is that of

utilizing the spherical wave formulation to provide an

analytical synthesis technique for nonoptical Cassegrain

subreflectors with maximum possible performance. The

synthesis formulation is presented, and preliminary nu-

merical results are compared with a previous empirically

derived, nonoptical Cassegrain subreflector. The method

presented is a rigorous boundary value solution to the

problem.

b. Recent results. Fig. 11 shows the assumed geometry

of the Cassegrain-type paraboloidal antenna feed system.

For the antenna system to operate efficiently, the wave

from the feedhorn must be transformed by the subre-

flector into a wave which is essentially spherical in the

vicinity of the paraboloid. It is generally (and incorrectly)

assumed that, because the desired wave scattered from

the subreflector is essentially spherical at the paraboloid

surface, it must be spherical at the subreflector surface.

This is, in fact, only true in the limit of vanishing wave-

length. In this reporting, a general equation for the de-

sired surface is obtained; for the case of a spherical wave

from the feedhorn and vanishing wavelength, the surface

equation reduces to that of a hyperboloid.

The total vector field? Er, in the vicinity of the sub-

reflector is the sum of the incident field, E,, from the

feedhorn and the scattered field, E_.

Er = E, + E, (1)

C. Antennas for Space
Communications

P. D. Potter

1. Antenna Feed Research: Spherical Wave
Functions

a. Summary. In the previous reportings, the theory of

spherical waves was reviewed and applied to paraboloidal

antenna feed systems. Members of a class of physically

A general horn pattern, E,, is assumed as follows:

[Fur (v) sin _a./+ Fn_ (v) cos _a_]
E a _

/4 _--- kl"

(2)

1The harmonic time dependence, e j_t, is suppressed throughout

this reporting.
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Fig. 11. Feed system geometry

where

Fn_ (7) = feedhorn polar radiation pattern

Fn, (7) -- feedhorn azimuthal radiation pattern

k = free space propagation constant

a -- a geometrical constant

8n (7) -- feedhorn phase pattern, assumed to be azi-

muthally symmetric

Es _ F (R, _) (sin _a¢ + cos _a,)

where

n:N pz p1 1
a h z _[-PZ(_) d ,,(¢)

F (R, ¢) --- jZo n=]_ TEn n 1[9) k sin ¢ + d-----_

where

(3)

(4)

The scattered field, E,_, is now set equal to the sum of

spherical wave functions. The coefficients of these waves,

arE,, have been previously determined (Ref. 13) by fit-

ting the sum to a desired far-field feed system radiation

pattern. Because of the orthogonality of the waves, the

scattered field, E., may be uniquely expressed in all re-

gions of space (except the origin) in terms of its far-field

value. Thus E,, in the region of the subreflector, is a

known quantity.

Zo = 1207r ohms

o_En = wave coefficient

0 = kR

h, (0) = spherical Hankel function

P_ (¢)= associated Legendre polynomial of the first
kind
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Eq. (3) is based on Eqs. (5) and (6) of Ref. 13, p. 198,

which show that a symmetric far-field remains symmetric

in the region p > > 2n. This region turns out to be

physically reasonable for the subreflector.

Eq. (4) may be expressed as a quasi-spherical wave
as follows:

F_ (a, ¢)
F (R, ¢) _ e -jtp-_(R,_)] (5)

The unit vectors in Eqs. (2) and (3) are geometrically
related as follows:

ay = ae sin (p + y) + a¢ cos (_ + 3,) (6)

Combining Eqs. (1), (2), (3), (5), and (6),

Er-- -exp{-jklr-2a $"(Y)J}k

X F._ (7)
kr sin (_ + y) sin _ae

+ _F_ (R, _) e-Jtp-_(R,_)l Fnr (_,)
( p kr

X exp{-jklr-2a 8"(Y)I}I cos (¢ +7)1}

X sin _a_ + _F,(R,¢) e_jtp__(R,_) 1 Fn_ (3,)
( p kr

X exp{-iklr-2a 8_-_Y)-]}} cos _a, (7)

The boundary condition at the subreflector surface re-

quires that the surface normal, n, have no component
perpendicular to the total field, Er. Thus,

n X Er -:- 0 (8)

The restriction is now imposed that the subreflector be

a surface of revolution. This restriction considerably sim-

plifies the problem and results in a polarization diverse
solution. Since, under this condition n has no azimuthal

component, Er must have no azimuthal component. From

Eq. (7), two equations result:

R

r _ sin ¢
F,_ (./) -----_F_ (R, ¢) - .--:--- F, (R, ¢) (9a)smy

(R, ¢) 8.6,)
k - r - 2a k (9b)

These two equations, together with Eqs. (4) and (5),

determine both the reflector surface and the required

horn azimuthal pattern. From geometrical considerations,

r may be eliminated from Eq. (9b), and the result is the

polar equation of the required subreflector surface:

c"--[a- 'kS(R'(P)-4_2_SH('/)12
R - (lO)

x8 (R, ¢) - xs. (7)
ccos¢ + a 4rr

In the limit of zero wavelength, Eq. (10) reduces to the

polar equation of an hyperboloid:

C 2 -- a 2

lim R- (11)
x-.0 ccos¢ + a

The polar component, F,y (_,), of the feedhorn may

be determined from the boundary condition (8). The
result is:

dR
F,_ (y) _ cos (¢ + 7) + __1 sin (¢ + 7) -----:-- (12)
F,y (7) R

/ dlp

I.I
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Fig. 12. Deviation of synthesized subreflector

from an hyperboloid
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where dR�de is evaluated on the surface.

The two polar angles are related geometrically as
follows:

- sin ¢
), = sin -a (13)

IX+ 4(_-)"- 4 (_-)cos ¢1 _

surface. Unfortunately, this case of a -- 21.5 deg was not

experimentally evaluated when the 2388-Mc system was

designed.

Fig. 15 shows the scattered field function F8 (R, ¢) at
the ideal reflector surface, the far scattered field, and the

ideal far field. Although the formulation considered in

o.s[

An abbreviated machine program for evaluating _ o.z
Eqs. (10), (5), and (9a) has been used to synthesize an ,_

I
N -----20 subreflector for the 85-ft Goldstone antenna oper- ,<

ating at 2388 Mc. Fig. 12 shows the deviation of the _ o_
subreflector, AR/h, in wavelengths, from the optical case. _

The surface which was empirically designed for use at Q_, o

2388 Mc in the planetary radar system consists of an <a

hyperboloid with a conical beamshaping flange (Ref. 14), -m o

as shown in Fig. 13. Fig. 14 shows the difference between

the optimum (calculated) hyperboloid-flange combination

and the computed reflector surface. It can be seen that

this simple system is an almost perfect fit to the ideal

_Fs:2Odt

I
80 90

I I I I
FREQUENCY = 2:388 Mc

c = 114in.

a = 75.267in.

N=20

FLANGE ANGLE, a = 21.Sdeg

10 20 50 40 50 60 70

q/, deg

Fig. 14. Deviation of synthesized subreflector

from an hyperboloid-flange

,,L

"r F_

/,

/
HYPERBOL01D -_

FLANGE'_"-t

F

Fig. 13. Beamshaping flange geometry
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Fig. 15. Scattered fields
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Fig. 16. Synthesized horn radiation pattern
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this reporting generates a subreflector surface of infinite

extent, it is clear from Fig. 15 that the fields are extremely

small in the outer region of the surface. It is therefore

felt that the ideal surface may be truncated without sig-

nificant reduction of performance. The effect of trunca-

tion will be investigated on the Arbitrary Reflector of

Revolution Scattering Computer Program (Ref. 15).

The required azimuthal horn radiation pattern is shown

in Fig. 16, together with the dual-mode horn (Ref. 16)

pattern which was used with the 2388-Mc experimental

system. It can be seen that the required pattern is quali-

tatively a sector beam which, in principle, may be physi-

cally realized by a suitable multimode feedhorn.

A request has been submitted for a comorehensive

computer program to synthesize subreflectors and the

corresponding horn patterns. It is expected that this pro-

gram will be available in 2 to 4 mo.

D. RF Techniques
T. Otoshi and D. White

I. H-Band Rotary Vane Attenuator,
T. Otoshi and D. White

a. Summary. This report presents results of prelimi-

nary calibrations made at 8448 Mc on a precision H-band

rotary vane attenuator. Accurate measurements were
made of attenuation values as low as 0.02 db and as

high as 40 db. This rotary vane attenuator will serve

as a JPL interlaboratory attenuation standard traceable to

the National Bureau of Standards and will permit inter-

comparison of the accuracies of various 8448-Mc insertion

loss test sets used at JPL. This attenuator should also be
useful in the calibration of standard noise sources for

the experimental 8448-Mc antenna system at Goldstone

(Venus site).

b. Recent work.

Theory of operation. A rotary vane attenuator essen-

tially consists of two end sections which are rectangular-

to-circular waveguide transitions, and a center section

which is a circular waveguide free to rotate between

the end sections. A thin resistive card is placed across

each section of waveguide to absorb tangential electrie
fields. If there are no discontinuities and if the resistive

elements completely absorb the tangential components
of the electrical field, then the attenuation in decibels

is given by:

A -- - 20 log10 cos20

where 0 is the angular displacement of the card in the

rotor with respect to the cards in the stator. The accuracy

to which this angular displacement can be determined

is usually the principal factor in limiting the over-all

accuracy of such an attenuator.
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Design description. A photograph of the calibrated 
attenuator may be seen in Fig. 17. This attenuator is a 
Hewlett-Packard H382A model which was modified to 
permit readout of the rotary vane angle position in de- 
grees, minutes, and seconds. The readout exhibits a range 
of 0 to 90 deg with a minimum resolution of 1 sec of arc. 
The maximum backlash between the position of the cen- 
ter vane and the “seconds dial” on the readout mechanism 
is less than 10 sec of arc. If the drive shaft is turned in 
the same direction, the resetability of the vane angle 
is believed to be within t 2  sec of arc. 

r ’ 

Fig. 18 is a photograph of the gear assembly of this 
precision attenuator. The circular waveguide rotor is Fig. 17. H-band rotary vane attenuator 

- -~ 

Fig. 18. Top view of gear drive assembly (attenuator cover off) 
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driven by a Hewlett-Packard worm gear. Also mounted 
on the worm gear shaft is the principal gear of a gear 
train which drives the readout dials. All gears belonging 
to the gear train for the readout dials are Class Precision 3 
gears. The gear train and readout system were designed 
by the Measurement Specialties Laboratory, Inc., in Van 
Nuys, California. 

Preliminary tests. 
(1) 0-deg vane angle setting. If the center vane is 

not correctly aligned relative to the end vanes at the 
indicated 0-deg position, then a systematic angular 
bias error will occur at other vane angle settings. One 
method for determining this systematic error was de- 
scribed by. Wilbur Larson of the National Bureau of 
Standards (Ref. 17). At various dial settings, deviations 
of measured and theoretical attenuations are converted 
to estimated vane angle errors. The average of these 
estimated vane angle errors is used to make the correc- 

tion necessary to establish the new 0-deg dial setting. 
Using this method, good agreement between measured 
and theoretical attenuations was obtained. 

(2)  Measurement system. The ac ratio transformer tech- 
nique, described in Ref. 18, was used to calibrate the 
rotary vane attenuator. Detection is accomplished by 
means of a dual channel bolometer system. Attenuation 
power ratios are compared on a precise ac ratio trans- 
former. The ac ratio transformer test set and H-band 
insertion loss measurement svstem may be seen in Fig. 19. 
The source and load assemblies of this measurement sys- 
tem were matched to VSWRs of less than 1.02 at 8448 Mc. 

As stated in Ref. 18, the principal limitations on the 
accuracy of this measurement technique for insertion 
loss measurements are the deviations from square law 
response of the bolometers used. A bolometer is said to 
have square law characteristics if its detected ac output 

Fig. 19. H-band rotary vane attenuator and measurement system 

1 6 1  



JPL SPACE PROGRAMS SUMMARY NO. 37-27, VOL. IV

voltage is proportional to the microwave input power.
The bolometers and bolometer mounts used for the meas-

urement system were the Sperry 821 barretters and

Hewlett-Packard Model H485B detector mounts, respec-

tively. These barretters are rated to operate at 200-ohm

resistance with an 8.75-ma dc current applied.

Bolometer deviation from square law characteristics

(also referred to as bolometer nonlinearity characteristics)

can be determined approximately by experimentally

measuring fixed attenuation differences, each time with
the bolometer operating at a new RF power level. The

following describes the procedure used to determine
bolometer errors of the measurement system.

With the vane angle set at the 0-deg vane angle set-

ting, the RF power levels into the input and output
bolometers were adjusted to 0.2-mw average power. The
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Fig. 20. Measured attenuation dependence on RF operating levels of bolometers
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attenuation differences relative to the 0-deg setting were

then measured at the nominal 3-, 5- and 10-db vane angle

settings. This procedure was then repeated at other RF

power levels. The range of RF power levels into the
bolometers for these tests was between 0.2- and 0.04-row

average power (or 0.4- to 0.08-mw peak power since the

klystron was square wave modulated). Fig. 20 shows

the results of the bolometer tests. For the bolometer pair

tested, it appears that if the bolometers are operated at

RF power levels less than 0.2-mw peak power (0.1-mw

average power), then the deviations in measured attenu-
ations, for a 10-db attenuation measurement, should be

less than 0.005 db. At these RF power levels and oper-

ating conditions, the bolometers should very nearly be

operating as square law detectors (Ref. 19).

For attenuation measurements greater than a 10-db

step, resolution and precision of the ac ratio transformer
becomes somewhat critical. A loss of ±1 dial division

of resolution on the particular ac ratio transformer being

used (ESI Model DT-45) would result in errors of ap-

proximately ±0.0005 db, ___0.005 db, and ±0.05 db for

10-, 20-, and 30-db step attenuation measurements,

respectively.

Calibration results.

(1) VSWR versus vane angle. Fig. 21 shows the VSWR

of the rotary vane attenuator measured as a function of

1.015

1.010

1,005

1.000

_-----_ LOOKING INTO ARM A WITH SLIDING

LOAD ON ARM B

LOOKING INTO ARM B WITH SLIDING

LOAD ON ARM A

VSWR OF SLIDING LOAD: 1.00:5

f = 8448 Mc

-I0 0 I0 20 50 40 50 60 70 80 90 I00

INDICATED VANE ANGLE, deg

Fig. 21. VSWR versus indicated vane angle setting

vane angle. The maximum VSWR measured was 1.012,
and the maximum VSWR difference was less than a

factor of 1.004. For this measurement a tuned waveguide

reflectometer system operating at 8448 Mc was used. The

accuracy of this VSWR measurement is estimated to be
within a factor of 1.005.

(2) Attenuation versus vane angle. For the calibration

of the rotary vane attenuator, the measurement method
used was to measure attenuation differences between

indicated and reference vane angles. The maximum at-

tenuation difference measured in one step with the ac
ratio transformer test set was 20 db. At the reference

vane angle settings, the RF power levels into the input

and output bolometers were set at approximately 0.06 mw

(average power).

Table I gives a comparison of measured and theoretical
attenuation differences. The resetability of the rotary

vane angle at a particular setting may be seen from the

repeatability of the measured data.

Table 2 shows attenuation differences using the 0-deg

setting as the reference position for all readings. This

table was compiled from the results given in Table 1.

It may be seen that the theoretical and average measured

attenuation values agree to within ±0.005 db for attenu-

ations up to 6 db and ±0.015 db for attenuations up

to 20 db. At the nominal 40-db setting, the average
measured deviation was +0.066 db.

Error analysis.

(1) Calibration errors. The accuracy of the calibration

method is dependent upon the resetability of the rotary
vane to within ±2 sec of arc. Other measurement errors

would be bolometer nonlinearity error, external mismatch

error, and uncertainties in the accuracy of the insertion

loss test set. Accounting for cumulative errors of the

calibration method, it is estimated that the accuracies

of values given in Table 2 are better than ___0.02 db at
10 db, ±0.04 db at 20 db, ±0.07 db at 30 db, and
±0.10 db at 40 db.

(2) Attenuator errors. Four principal errors causing
deviations from theoretical attenuations would be trans-

mission error, alignment error, internal mismatch error,

and angular readout error (Ref. 20).

The transmission error is an error caused by incom-

plete attenuation of the tangential electric field com-

ponents by the resistive cards. For most rotary vane
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Table 1. Theoretical and measured 8448-Mc attenuation differences between

indicated and reference vane angle settings

Part A. Attenuation differences between indicated and 0-db

reference vane angle settings

Indicated

vane angle Measured values, db

setting

deg

0

02

03

04

05

O6

08

12

14

17

19

26

32

37

41

44

48

50

53

55

Theoretical

attenuation

relative to

the O-db

setting, db

Part B. Attenuation differences between indicated and lO-db

reference vane angle settings

I

min sec 1 2 I 3 Average

0 0 0 Reference setting

44 56 0.02 0.0196 0.0195 0.0201 0.0197

53 i 2 0.04 0.0387 0.0381 0.0379 0.0382

45 33 0.06 0.0581 0.0577 0.0581 0.0580

29 40 0.08 0.0779 0.0775 0.0777 0.0777

08 31 0.10 0.0985 0.0983 0.0983 0.0984

40 39 0.20 0.1984 0.1978 0.1985 0.1982

14 54 0.40 0.3997 0.3986 0.3998 0.3994

58 20 0.60 0.6019 0.6008 0.6017 0.6015

15 19 0.80 0.8036 0.8018 0.8024 0.8026

15 18 1.0 1.0034 1.0020 1.0038 1.0031

58 09 2.0 2.0005 2.0000 2.0006 2.0004

42 44 3.0 3.0020 3.0015 3.0031 3.0022

24 29 4.0 3.9971 3.9961 3.9982 3.9971

25 08 5.0 4.9985 4.9968 4.9992 4.9982

55 55 6.0 6.0107 6.0096 6.0112 6.0105

03 38 7.0 7.0131 7.0128 7.0147 7.0135

52 45 8.0 8.0099 8.0088 8.0099 8.0095

26 25 9.0 9.0146 9.0141 9.0158 9.0148

46 56 10.0 10.0108 10.0108 10.0105 10.0107

Indicated

vane angle

setting

deg min sec

55 46 56

59 55 17

63 28 08

66 32 24

69 13 05

71 33 54

Part C.

71 33

73 37

75 27

77 03

78 29

79 45

82 20

84 15

Theoretical

attenuation

relative to

the O-db

setting, db

10.0

12.0

14.0

16.0

18.0

20.0

Measured values, db

I

1 2 I 3 Average

Reference setting

1.9972 1.9964 1.9967 1.9968

3.9910 3.9917 3.9924 3.9917

5.9762 5.9752 5.9775 5.9763

7.9846 7.9843 7.9887 7.9859

9.9870 9.9887 9.9898 9.9885

Attenuation differences between indicated and 20-db

reference vane angle settings

54 20.0 Reference

48 22.0 2.0199 2.0190

08 24.0 4.0352 4.0323

48 26.0 6.0448 6.0438

27 28.0 8.0453 8.0442

24 30.0 10.0461 10.0470

12 35.0 15.0489 15.0481

39 40.0 20.0663 20.0676

setting

2.0191

4.0319

6.0420

8.0439

10.0435

15.0449

20.0676

2.0193

4.0331

6.0435

8.0445

10.0455

15.0473

20.0672

attenuators, this error is usually not significant for attenu-

ations below 40 db. One method of evaluating transmis-
sion error is to measure the attenuation of the resistive

card in the rotor when the center vane is set at 90 deg

and,using this measured value, to calculate the transmis-

sion error (Ref. 20). The attenuation at 90 deg was not

measured for this rotary vane attenuator because a suit-

able receiver required for this measurement was not
available.

The effects of internal mismatch error and alignment
error were not considered to be serious and were not

calculated.

The major part of the deviation between the theo-
retical and measured attenuations shown in Table 2 is

believed to be principally due to angular readout errors.

This belief is based on further analysis made of the
deviations between measured and theoretical attenua-

tions. If the db deviations are converted into estimated

readout errors in degrees (using the method described

in Ref. 17) and plotted against the indicated vane angle,

it may be seen that a periodicity exists in the plotted

curve (Fig. 22). The variations in the readout error appear

to repeat every 29 or 30 deg of indicated vane angle.

0.060

_ 0.040

0
n- 0.020
n-
bJ

0 0
(5
<_

-0.020
a
UJ

__ -o.o4o
I.-
ffl
L_

-0.06
0 i0 20 30 40 50 60 70 80

INDICATED VANE ANGLE 8/, deg

Fig. 22. Estimated readout error of the H-band

rotary vane attenuator

9O

It was later discovered that the worm gear shaft is de-

signed to turn one complete revolution for 30-deg rotation
of the rotor. Since both the worm gear (which turns the

circular waveguide rotor) and the principal gear of the

readout gear train are mounted on the worm gear shaft,
it is reasonable to conclude that the readout error is a

function of worm gear shaft rotation. The major part
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Table 2. Calibration of the H-band rotary vane
attenuator from 0 to 40 db at 8448 Mc a

1

Indicated

vane angle b

8_, deg

2.749

3.887

4.759

5.495

6.142

8.678

12.248

14.972

17.255

19.255

26,969

32,712

37.408

41.419

44.932

48.061

50.879

53.440

55,782

59,921

63.469

66,540

69.218

71.565

73.630

75.452

77.063

78.491

79,757

82.337

84.261

2

Theoretical

attenuation

correspond-

ing to
indicated

vane angle
A_, db

0.02

0.04

0.06-

0.08

0.10

0.20

0.40

0.60

0.80

1.0

2.0

3.0

4.0

5.0

6.0

7.0

8.0

9.0

10.0

12.0

14.0

16.O

18.0

20.0

22.0

24.0

26.0

28.0

30.0

35.0

40.0

3

Average
measured

attenuation

A,_, db

0.0197

0.0382

0.0580

0.0777

0.0984

O.1982

0.3994

0.6015

0.8026

1.0031

2.0004

3.0022

3.9971

4.9982

6_105

7.0135

8.0095

9.0148

10.0107

12.0075

14.0024

15.9870

17.9966

19.9992

22,0185

24.0323

26.0427

28.0437

30.0447

35.0465

40.0664

aMeasured data was compiled from Table 1.
b Indicated vane angle settings of Table 1 converted
CSee NBS Technical Note 177 (Ref. 17).

4

Average
measured

deviation

(A_ -- A_), db

--0.0003

--0.0018

--0,0020

--0.0023

-- 0.0016

--0.0018

--0.0006

+0.O015

+ 0.0026

+0.0031

+ 0.0004

-_'0.0022

--0.0029

--0.0018

+0.0105

-t- 0.0 t 35

+ 0.0095

+0.O148

+0.0107

+ 0.0075

+ 0.0024

--0.O130

-- 0.0034

-- 0.0008

+ 0.0185

+0.0323

+ 0.0427

+ 0.0437

+ 0.0447

-t- 0.0465

+ 0.0664

5

Estimated

readout

error c

8_, deg

--0.021

--0.088

--0,080

--0.078

--0.049

--0.039

--0.009

+0.019

+0.028

+0.029

+0.003

+0.011

--0.013

--0.007

+0.035

+0.040

+0,025

+0,036

+0,024

+O.014

+0.004

--O.019

--0.004

--O,001

+O.019

+0,028

+0,033

+0.030

+0.027

+0,021

+0.022

to degrees.

of the angular readout error is thought to be caused by

the worm gear because it was not designed to be used

for ultra-precise positioning of the rotary vane.

The curve shown on Fig. 22 should be useful for pre-

dieting the attenuations which would be measured at

indicated vane angle settings not calibrated. The meas-

ured attenuation values closely follow the relationship:

A .... 40 lair., en_ (& 4- hA

where

O_ = indicated vane angle, deg

6_ = estimated readout error, deg

In order to establish this attenuator as a reliable attenu-

ation standard, the attenuator should be calibrated

independently, preferably using another accurate meas-

urement technique. An arrangement has been made with

the National Bureau of Standards to calibrate this pre-

cision attenuator using their modulated sub-carrier tech-

nique of measuring microwave attenuation.

2. AC Ratio Transformer Insertion Loss Set, 0 White

modifications made on the ac ratio transformer insertion

loss set described in Ref. 18. Two major changes made

were replacement of the type of bridge transformer used
and removal of the shield balance circuit.

b. Recent work. Since the development of the S-band

rotary vane attenuator described in Refs. 21 and 22, it

has been possible to resolve very small differences be-
tween the measured values of insertion loss obtained

from two ae ratio transformer insertion loss sets of the

type described in Ref. 18.

The precision rotary vane attenuator was used to com-

pare the two insertion loss sets operating at 2388 Mc.
Measured values were obtained at indicated attenuator

settings of 1, 5, 10, and 20 db, respectively. As shown
in Table 3-A, there was a small but definite difference
in the measured values obtained from the two insertion

loss sets. The cause of this discrepancy was traced to

the output bridge transformers of the insertion loss test

Table 3. Comparison of the two ac ratio transformer
insertion loss test sets

Part A. Before modification

Indicated rotary Average measured Average measured

vane attenuator loss using Unit No. 1, loss using Unit No. 2,

setting, db db db

1 1.00 18 1.0002

5 5.0057 5.0002

10 10.0130 10.0074

20 20.0453 20.0364

Part B. After modification

1 0.9993 0.9990

5 4.9995 4.9993

10 10.0073 10.0065

20 20.0411 20.0389

Notes: Due to a small error in the readout system of the rotary vane attenuator,
the indicated rotary vane attenuator setting yields an insertion loss value that
is slightly high (see Ref. 23 for details) and becomes especially noticeable for
values above 5 db.
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Fig. 23. Diagram of ratio transformer insertion loss set before modification
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sets. In construction of the two units, the output leads

of the bridge transformers (ST-248, as shown in Fig. 23)

were arbitrarily reversed with respect to each other. It

was found that, when the bridge transformers of the

Table 4. Comparison of the ac ratio transformer insertion
loss test set with and without shield balance

Indicated rotary
vane attenuator

setting, db

5

10

20

Unit No. 2:

average measured loss

using shield balance

operation, db

4.9993

10.0065

20.0389

Unit No. 2:

overage measured loss
with shield tied to

wiper of ratio
transformer, db

4.9997

10.0050

20.0394

two units were hooked up identically, the measured inser-

tion loss values compared almost identically between

units. It was finally determined that the ST-248, being

a single shielded transformer, is subject to capacitive

ground loops that become apparent when working with

low-level voltages. When the ST-248 transformers were

replaced with double-shielded transformers, the ground

loop condition was eliminated and the two insertion loss

sets agreed favorably regardless of the polarity of the

output leads of the bridge transformer. (See Table 3-B

and Fig. 24.)

A significant improvement in the operation of the
insertion loss set was also made possible when the double-

shielded bridge transformer was installed. When the

shield-to-winding capacitance ground loop was elimi-
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nated, it was found that the wiper arm of the ratio

transformer could be tied directly to the primary shield

of the bridge transformer without any noticeable loading

effects (Table 4). It was now possible to replace the shield

balance potentiometer with a fixed 10K resistor and elimi-

nate a step in the operation. The shield balance potenti-

ometer was used to drive the shield of the bridge

transformer to the same potential as the primary winding

of the bridge transformer with a minimum loading on

the reference signal (Figs. 23 and 24).
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XVIII. Communication System Development

A. Signal-to-Noise Monitoring
C. E. Gilchriest

I. Statistical Properties

a. REsumE. Two systems for determining signal-to-noise

(S/N) from measurements are analyzed for efficiency

(minimum number of samples or equivalently minimum

time) for inclusion in the DSIF for advanced planetary

communications systems. Our system is based on the

S/N estimator from a linear system. The probability

density function is determined along with confidence

intervals. The second system is based on a decision device

which determines the bit error rate estimator. The proba-

bility density function is determined along with confi-
dence intervals. Charts of confidence intervals for various

numbers of samples are given for both systems. The con-

clusion is that the S/N estimator method is by far the
most efficient.

b. Recent work. The communications system perform-

ance monitor function during actual spacecraft missions

is an extremely desirable one in that it lends confidence

to real-time spacecraft operation decisions based on the

communication system. It also allows some correction of

detected system degradation during spacecraft operations.

With this general preamble, we shall restrict this study

to a particular facet of the problem; that is, we shall

study a system for monitoring the signal-to-noise ratio

at various points in the receiving system.

There are two major points in the system which need

to be monitored; these are:

(1) Output of the receiver itself in reg_ard to carrier-

power-to-noise-power.

(2) Output of the data system or the data subearrier-

power-to-noise-power.

The first of these can be monitored reasonably well

through existing hardware at the DSIF. In particular,
elaborate calibrations are available for both received

carrier power (automatic gain control) and the noise

power (system noise temperature). Unfortunately, these
have nonlinear calibrations, and the measurements are

operationally difficult to present in engineering units at

the necessary operations locations. For the second, noth-

ing exists, but may only be derived indirectly through

calculations involving the modulation index. A degrading

modulation index is basically the parameter which we

would like to monitor through the data channel signal-
to-noise measurement in combination with the RF carrier-

power-to-noise measurement.

169



JPL SPACE PROGRAMS SUMMARY, NO. 37-27, VOL. IV

Proposed systems for monitoring the data and carrier

channel signal to noise should have the following fea-

tures:

(1) It should be readily and accurately analyzable.

(2) It should be efficient (minimum number of samples

and minimum time for processing).

(3) It should not require manual operations.

Requirement (1) restricts one to systems which are linear

and Gaussian, since they are the easiest to analyze and

have the most information available. Requirement (2) will

be the main concern in the analysis which is to follow.

The basic problem is how many samples are required to

obtain a certain confidence in our answer. Require-

ment (3) dictates that the processing should probably

be digital, but should not be so elaborate that it could

not be done at the DSIF with a small special-purpose

processor. Since the Digital Instrumentation System (DIS)
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A

R

will be operational at all DSIF Stations in CY 1965, this

offers no difficulty.

A system, which at this time appears to satisfy these

requirements best in relation to some of the fixed system

constraints (unenumerated except that future telemetry

systems will largely be digital), is shown in Figs. 1 (an

alternate proposal to Fig. 2), 2 ( an alternate proposal

to Fig. 1), and 3; all systems, however, will be analyzed.

Because the data is plus or minus in the digital sub-

carrier channel, the output is not Gaussian. This difficulty

is easily circumvented if the range of values of interest is

restricted. First of all, the specification on the allowable

bit error rate of the system has been set at 5 X 10 -8

which means that _/_, where tt is the average signal

and _ is the average noise value, is > 2.58 -- 8.23 db at

the matched filter output. Fig. 4 shows what this means

in the output probability density function. What is pro-

posed is that the samples of the system are taken without

regard to sign yielding the probability density function
shown in Fig. 5, where the dotted line shows the Gaussian
distribution which has the same area to be used as an

approximation in the analysis to follow. Consideration

of the above indicates that # will be higher and cr lower,

thus giving an increased answer for/_/a; but this effect
should be small even for the worst case. Because of this

problem, the system was chosen as outlined so that the

_/_ could be as large as possible.

In the system outlined, the basic problem is to make

a statistical estimate of the signal-to-noise ratio from n

measurements {X1, X2, • • • , X,} of the output universe.

Since the universe average _ is the signal and the uni-

verse standard deviation cr is the noise, the estimate of

the signal to noise is the ratio of tile estimates of/_ and

or _" and/_ (estimators). These estimators are random

variables which depend on the measurements {X,,

X_, • '. ,X,}. The signal-to-noise ratio is then a func-

tional relationship between two random variables and
is itself a random variable.

p(x)

p. X

Fig. 4. Worst case probability density function

for matched filter output

AREA= 5XIO-SFOR

WORST CASE_.

I X

Fig. 5. Probability density function of worst case

without regard to sign

There are a number of different estimators of _ and

covering different circumstances and efficiencies, but for

we shall use the estimator
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and for 0. we shall use

(x, - _)_
_2 -- i=1

n--1

which is an unbiased estimator depending upon the esti-

mate _ of/_, where we might have used any one of the

following:

(x, - _)_
_ = i=, (a biased estimator)

n

n

Y. (X_- _)
A

0.2 _ ,i.=l
n-1

(X_- _)
A

0.2 _ i=l (a biased estimator)

(By an unbiased estimator, we mean that the ensemble

average of the estimate is equal to parameter that is

being estimated. Biased, of course, means the opposite.)

The measurements {X,X_, • '' ,X,) are made from
a universe which we have assumed to be Gaussian and,

because of the nature of the matched filter, we can

assume that the Xi are independent. _ then is function-

ally related to the X_ by the previous relation, and thus

will have a probability density function which we can

calculate. Proceeding then, because of the independence,

the multivariant distribution is then (Ref. 1)

- (X, - _)']p(x,,x,,-.. ,x,)= __ l_exp . --
_=I (27r)_ 0. 20.5

Now, making the transformation

_=1__ _X_
t'_ i=l

it can be shown that

-n (_ -- g)2

p_, =(__)_ 1-_--exp 20.2

A
/_ then is a random variable with the above probability

density function; we can not say with certainty what
/_ is at all. We can now calculate to see if _ is unbiased.

By inspection of /9 (_) it is obvious that

_ [_1= _;

Therefore, it is unbiased.

So far we have examined only a small part of the

problem. What we are ultimately going to do is take
a ratio of _ and "_

,,N

a = --
0.

where R is an estimator for/x/o = R and what we need

is the joint distribution p (_, _). In the calculation for _,
we had several choices for the estimator and

^ _ _: (x,- _)_
0"2 -- _ -- I i=l

was chosen. _" was chosen in this calculation because

we would not know /L with any certainty. The distri-
bution which we get for/9 (R) will involve both/z and
which are both unknown. Now it can be shown that

(Ref. 2)

p(_,_ ^= (_).-2

n (_ --/_)2 + (n -- 1) ;2 -I× exp - 2,r_ .J

which is the sought-after joint probability density func-

tion for g and 0.. Notice that p (m 0.) = P (g") P (0.) which

shows the independence of _" and _. A word of caution

should be injected here. The probability density function
for'_ is not unbiased while the probability density func-

tion for _2 is. We shall get the square for our ultimate

distribution which will eliminate this problem; but we
should still check for bias in our estimator R _ = g2/_2.

A

The variable was R = _/9 where _ > 0 so that cer-

tainly the ratio exists and the range for R is - o0 < R < oo.

R can be interpreted as a line emanating from the origin

in the positive _ direction.
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To get p (R) we must calculate (8/_R)P (R L R). Now

^ f;f7 _
a

which is the sector between the -_ line and the R line

as shown in Fig. 6. Use the following identity for cal-

culating the derivative under the integral:

DC I _, v/_....

Dq Dp
+ f(q,C)_c -- f(p,c)_ c

so that

^ 8

DR

= _ p (t_, q) dl_ d0-
J o DR J -o_

fo _ A^
= [o + p (; = a_; _) _ - o] d_

ff "= R0-,_,),_d_= p(_ " ,, ,, ^

^ ^
p (/z, o-)

Therefore

fo" [ "(_-_"+('-_';'lX '_.-i exp - 2v2 d_

Expanding the exponent, we obtain

20 .2

/N,A A

2O .2

0-2(n (4 2 + 1) -- 1) - 2nR tL0-+ng 2

20 -2

Now

A A

Xfo'_n-lexp[-- Ir'(n(a'-]- 1!'- 1)--211R_']d_20-"

which is a form of the non-central student t distribution

(Refs. 8, 9), but (Ref. 3)

Fig. 6. Joint probability density function p 1/_,0-)

R=O

f o®z" e -bz-a'v2 dz =

a-¢'+1)/z2(_-I)1'[ F ('_ -_-) xF'( ' k -I-12m,__;

_)]--b(-_-)"r(-_+1)xF,(-_-+1,_-,
where

k=n-1

b = -2NRg/2a 2

a = (n(R 2 + 1) - 1)/_ z
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Therefore

p (R) = e -"_=/_

r (n(R _ + 1) -- 1) _/:

× r lrl 2'2'2_(n(_'+z)-l)

+T(n(_2+l)-l)" I_

2 '-g- ; 2_2(n (i_2+ 1) - 1)

A a

Because we are really interested in R 2 and not R, we
now make a functional transformation. Since

,&

The function that we have obtained now for p (R 2) is

in unknown terms R 2 --/_z/_z, which is the parameter

we are trying to estimate. Let us now write p (R) z as
p (R _, R 2) mentioned before; there is really nothing we
can say about _2 for certain. The usual way of handling

this problem is through confidence intervals. If R 2 is

known, we have probability function for various R_ as
shown in the sketch below:

p

f

i

,_'2 : R2

Then, provided that the probability that R < 0 is very

small,

(--_-)_ (n - 1)c"-_/_

P (RZ) = n - 1 ,x ^ e-"_/z_:

2p(----------_)(n(RZ + l) -- l)"/_(RZ)"

A

2 ' 9,2_ (n (R_ + 1) - 1)

(n ('_2 + i) -- 1)"

)]×,F, - 2 '_-;2_(n(_+1)-1)

This is the relation for p (R 2) which we needed.

If experimentally we obtain a value _,z, we can say that
A

if R_ is the true parameter, then R z will not exceed R '2

with probability greater than a specified amount (P_.

We can alsosay that if R] is the true parameter then R _
will exceed R '2 with probability greater than a specified

amount (P3). These two specified probabilities need not

be equal. We can say that the range R7 to R_ (called the

confidence interval) will cover the true value R _ with

a probability of (1 - P_ - P3). It is obvious that P_ and

P_ can be chosen in an infinite number of ways. What

we try to do is select P_ and P3 so that R_ - Ri is the
shortest length. If p (_2, R) is symmetrical, then P_ = P_

yields this circumstance; but in the unsymmetrical case,

it is difficult in general to obtain the best values for

P_ and P3. In practice, P_ and P3 are chosen equal be-

cause of this difficulty, but the increased range of Ri to

R_ is not affected appreciably in the majority of cases.

The problem now is one of determining the following

integrals for R_ and R3.

A

p (R 2, Ri) dR 2 = P, = e2 = (R,, R3) dR z

A

For any particular R 'z we can plot the values Ri and R_
as shown in the second sketch:
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A

From this sketch then, if we obtain R '2 experimentally, we

can read the confidence interval by drawing a horizontal
line to intersect the curves and project the intersection

to the abscissa to obtain the confidence interval R_ to R_.

In order to reduce the range of the confidence interval,
the only parameter we have control of is the number

of samples. Obviously, as n is increased, the confidence
interval decreases, and we have more assurance of obtain-

ing a better answer. One of the main problems outlined

in the beginning of this treatise was that of determining

the number of samples. This is extremely important to

the operation because of time required to gather a large

number of samples, because the parameters could change

over such a large time, and because of the amount of

equipment required to process a large number of samples.

Figs. 7 through 9 show the confidence intervals for vari-

ous numbers of samples.

So far, only one system has been analyzed which gives

us no measure of the efficiency (minimum number of

samples for a given confidence interval) of that system.

One other system which has been suggested (Fig. 2) to

measure signal-to-noise ratio is that of measuring the

bit error rate which is functionally related to signal-to-

noise ratio (Refs. 10 and 11). This device essentially uses

the probability function shown as the dashed line in

Fig. 5 and makes a decision whether the function is

X > 0 or X < 0. The relation between the signal-to-noise
ratio is

1((S)_)q*--'_- 1-err

and the samples {X1, X2, • • • , X,} will be discretely dis-

tributed with parameter q (Ref. 1)

p (x; q) = q_ (1 - q)l-_ x = 0,1

The maximum likelihood estimator for q is

^ y
q_-----

n

where

i=1

which can have the possible values 0, 1, 2, • • • , n. Now

p(XI, Xz, X_, " " " ,X,;q)=q '°' (l--q) '°'

The only possible values for _ are 0, 1/n, 2/n, • - • , 1;

and the probability density function for _ is

(q') (_.) q'(1 - q) "-jp = -'_", q =

] 1 2
--=0,--,--, • • • ,I
n n n

In an analogous manner to that of the continuous ease

above for the confidence intervals when we experiment-

ally get a _'=k/n, we find a ql and a q3 from the

following

E q_ (1 -- q_)"-" = P_
y=0 Y

For small n, hand trials can be used for the solutions

q_ and q_, but for intermediate values of n, the incom-

plete beta function can be used. The cumulative beta
distribution is

F(X;a, fl) - (a+ fl + 1)If, xa! t3! t _ (1 - t)_ dt

which, with integration by parts, yields

F(X;a, fl) = -- _:o_(a+fl+l) X_(1- X)_'+t3÷_-_ + lt"

17.5
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Therefore

_ (n _ q_l(1 -- q_)"-" = 1-F(q_;k,n-k--1)=P_
.=o\Yl

and

_=k( n ) q_ (1- q3)'*-" = F (q3; k - l'n - k) = P3y

The ..... _ "lneomp_ete oeta iunchon may be found in r_ea_un

tables (Ref. 7 or Refs. 4 and 5). For values beyond these

tables, approximations must be made. For n large and q

around 0.5, the normal approximation to the binomial
should be made

F (q3;k- l,n - k) = (2@fk_ e-xVZ dx
- nq3- _/[nq3(1-qa) ] ½

When q is small, the Poisson approximation should be

made (Ref. 12)

(nq),_ e-,,q
F(q3;k-l,n-k)= _, x!

ar=k

I0 °
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Figs. 10 through 15 show the confidence intervals corre-

sponding to the bit error rates.

Conclusions as to the eflaciency (number of samples

required) of the systems depend largely upon the region

of S/N that is experienced. At high ST/N/B = 10 (corre-
sponding to a bit error rate of about 10-5), about 10 _

samples are needed by the bit error estimator method

to have a 90_ confidence interval less than _ 1 db, while

the S/N estimator method would require only about 103

(confidence interval proportional to 1/n _ when n is above

50). At ST/N/B = 1.0 (corresponding to a bit error rate
of about 10-1), the two methods are comparable. Since

the higher S/N will be prevalent during most of any

mission and since 105 samples would require 3% hr at

8% bits/sec (Mariner bit rates) while 103 samples would

require 6 min, it would seem that the S/N estimator

method would be the most practical system.

10 °

10

-5
10

10 o i@-I io-Z ,0-3 i0- 4

95% CONFIDENCE INTERVAL FOR BIT ERROR PROBABILITY

Fig. 11. 95% confidence intervals for bit error rates

10 .5 10--6
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XlX. Communications Systems Research

A. Coding Theory
R. C. Titsworth, G. Solomon, and E. C. Posner

1. Random Numbers Generated by Linear

Recurrence Modulo 2, e. c. Titsworth

a. Introduction. Many situations arise in various fields
of interest for which the mathematical model utilizes a

random sequence of numbers, events, or both. In many

of these applications it is often extremely advantageous

to generate by some deterministic means a sequence

which appears to be random, even if, upon closer and

longer observation, certain regularities become evident.

For example, electronic computer programs for gener-

ating random numbers to be used in Monte Carlo experi-

ments have proved extremely useful. This article describes

a random number generator of this type with several

outstanding properties. The numbers are generated by

modulo 2 linear recurrence techniques long used to gen-

erate binary codes for communications.

b. Maximal length linear recurrence modulo 2. Let

a = {ak} be the sequence of O's and l's generated by
the linear recursion relation

a_ = cla_-i + c=ak_= • • • + c,ak_, (mod2)

for any given set of integers ci (i = 1, 2, • • • , n), each

having the value 0 or 1. We, of course, require c, = 1,

and say that the sequence has degree n.

The period p of such a sequence is clearly not greater

than 2"- 1. The necessary and suflqcient condition that

p = 2"- 1 is that the polynomial

f (x) = l + clx + c2x _ + • .. + x"

be primitive mod 2 (Ref. 1).

We shall assume in the remainder of this article that

f (x) is a primitive nth degree polynomial mod 2; the

sequence a is then a maximal length linearly recurring

sequence rood 2. These sequences have been studied and
used as codes in communications and information theo-

retic studies (Refs. 2, 3, 4). The properties of interest

to us at present are the following:

P p+l
(1) E ak = -- 2"-'.

k=l 2

(2) For every distinct set of (0, 1) integers bl, b2, • • • , b,,

not all zero, there exists a unique integer

v (0--_ v < p - 1), independent of k, such that

blak-1 + bzak-2 + • • • + b,ak_, -----ak+v(mod2).
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This is often referred to as the "cycle-and-add"

property.

(3) Every non-zero (0, 1) binary n-vector (el, e2, • • • , en)

occurs exactly once per period as n consecutive

binary digits in a.

We shall, in what follows, find it convenient to use a

slightly different version of the sequence a. Let us define

._ = (-1)o.

Under this transformation, we see that if ak takes on

the values 0 and 1, then ak takes the values of + 1 and

-1, respectively. The properties (1), (2), and (3) are
then transformed into

P

(1') E ak=--l.
k=l

(2') For every distinct set of (0, 1) integers bl, • • • , bn,

not all zero, there exists a unique integer
v(0_v<p-1) such that

abl- 1 b_ . . . b_Otk_ 2 Otk_ n _ ,Olk+v.

(3') Every ±1 binary n-vector (el, e2, • " " , en) except

the all-ones vector occurs exactly once per period
as n consecutive elements in a.

c. The Boolean transform. Let g (x) be a +l-valued

Boolean function of (0, 1) variables x_,x2,''',x_. For

any s = (81, s2, • • • , 8n), S_ : 0 or 1, define

_ (s,x) = 2-_/2 (-1)"_'+'"÷',_-

These 2" functions of x, the Rademacher-Walsh func-

tions (Ref. 5), form an orthonormal basis for 2"-space.

Relative to this basis g (x) has components G (s) given by

G (s) = 2-_/_ X g (x) ¢ (s, x).
x

That is, G(s) is the projection of g(x) on _b(s,x),
normalized so that

G2 (s) = 1.
s

Similarly, we have

g (x) = 2n/2Z G (s) _ is, x).
3

Consider the effect of setting xi = ak-_ in g (x). As a

function of k, a binary ±1 sequence {'/k}---_, is gen-
erated:

_,k = Z G (s)(-1) ''_' ...... +'-_'-.
$

81 8_= E G (s) ___ _,__ • " " _k-n

$

Note in the above equation that the coefficients G (s)

are determined by the logic alone, and that, by (2'), we

have fourth property basic to our analysis:

(4) _/k= G(0) + Z G(s)ak+,(,,
s_0

where the mapping v (s) of all binary non-zero n-vectors
onto {0, 1,2, • • • , p - 1} is one-to-one.

d. Random number generation. Let a = {ak} be the

(0, 1) sequence generated by an nth degree maximal-

length linear recurrence modulo 2, as described previ-
ously, and define a set of numbers of the form

yk = O.aq_÷__1 aqk +•- 2 " " " aq_ .... (base 2),

where r is a randomly chosen integer, 0"_r < 2_ -1.

That is, yk is the binary expansion of a number whose

binary digits are n consecutive digits in a, yk spaced q

digits apart. For reasons essential to the analysis, we

restrict q _ n, and (q, 2n - 1) = 1.

We can also write

yk = _ 2-t aq_+r-t •
t=l

These all lie in the interval 0 < yk < 1. Because of con-

dition (2), the randomness of the choice of r is equivalent

to the statement that the initial value Y0 is a random
choice.

e. Analysis of the generator. We shall find it convenient
to work with a transformed set of numbers wk rather

than the Yk. Specifically, let a = {ak} be the ±1 sequence

corresponding to a = {ak}, and define

tOk "_ _ 2-t Ctql_ + r- t •

t=l

We see that Yk and wk are related by

wk = 1 - 2_- 2yk.

There is thus an easy translation between wk and y_.
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By property (3), it is recognized that every one of

the possible binary expansions of a number occurs exactly

once per period, except that giving yk =- 0. Hence, for Yk

and for wk

2 -=/" yk L 1 - 2-"

--1 + 2-_ _w11 _ 1 -- 3.2-11.

We generally may assume, merely from the application

to which we wish to suit the numbers, that n is mod-

erately large, so that the numbers y_ and w11 are ex-

tremely numerous. For example, if n--35, there are

3.43 X 10 l° of them. We wish to consider only a portion

of the total number of these, say N of them, and to dis-

cover, for moderately large N, how these are distributed.

f. Correlation properties. The mean value of wk is

easily found

E_w_=l_:-1( ) __>_.] 1 11 ,-1
P r=0 r=0

-- 2-11

a number very nearly equal to zero. This produces

E (ye)=

/k

Define the sample autocorrelation function R(m)
of we by

A 1 N
R (m) = -_- _ wewe ÷,e=l

The expected value of R (m) is the true autocorrelation

R (m) function of the process

/x

n (m) = E [R (m)]

and the value R (0) is the variance a2 of the process wk.

1 p.2.1 _t_=lu_ - p-1

The last sum is - 1 if t :/= u and p if t = u, by (2'). Hence

)R(o) =-5-- -2-11 2-11.

This shows that we has essentially the same variance

as a uniformly distributed process.

A

Now consider R (m), m=/_:0. First, its mean value is

R(m) = E [R(m)]

1 . 2_(t+u ) _ Otqk+r-tVtq(k+m)+r-u

pN e=_ t=l U=l r=o

1 2_tt_u _ _ OtrtXr+q re+t-u"

P t=l U=l r=o

Tile _ "rest sum is again --1 unless qm + t -- u is a mul-

tiple of p. Obviously,

qm -- n + l _qm + t-- u_qm + n-- 1.

Hence, if q _ n and m _-(p- n)/q, we see that

O<qm+t-u<p

so qm + t - u can never be a multiple of p. These con-
ditions we shall now assume to be in effect as one of

our hypotheses. The mean value of R (m) is then

1
R (m) - (1 - 2-") 2

P

(p + 1) _
- 2 -_11- 2-11.

The mean behavior of the process shows essentially no

correlation between wk and we+,_ for any m(m = 1,

2, • • • , [(p - n)/q]).

The sample autocorrelation function is itself a random

process, and its mean-squared value for m =fi 0 is

EtR2(m)] = _ _ :_ _ 2-,t+_+'+,,
t=l lg=l i:1 j=l

I_tuij

where tzt_s is defined by

m
_tuij --

1 N N p-1
_, _ _, Ctr+eq-t_r+(k+m)q-u_tr+lq-itXr+(l+ra)q-j.

P N2 e=x l=1 r=o

Now since we have restricted q _ n and 1 _-- ra _ (p- n)/q,
there exist v_ and v2 such that

_tr+qe-t Otr+eq+em-u _ O_r+Vl

_tr+lq-i _tr+lq+lm-j _--- Otr+v 2.
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For fixed values of t, u, i, and j, there is at most one value

of l for each k such that vl = vz. Hence

.j 1 N
t_t_s---_[ (P + 1)-- Nq

produces the result

E[_2(m)]_(1_2_,)4(.p+ l 1)pN p (m =/=O)

IN

and the value of the variance of R (m) is likewise bounded

var[R(m)]_(1-2-")'( p+1112)pN p

This indicates that the deviation of the sample autocor-

relation function from its mean value is very small, and

decreases proportionately as N increases.

g. The distribution properties. We have shown that

wk (and consequently, yk) has essentially the same mean
and variance as a uniform distribution. Now consider

actual distributions of N values of Yk on (0, 1). To do

this, we consider an arbitrary interval of length L < 1,

and observe what percentage of the N values of Yk lie

in this range.

Since we are considering binary expansions of num-

bers, intervals of width 2 -d are most conveniently con-

sidered, and these will surely be sufiqcient to our needs.

To do this, we consider the first d positions of the vectors

representing yk for k = 1, 2, • • • , N, and count the num-

ber of these having a specified pattern. This is equivalent

to forming a Boolean function on the first d positions of

yk, whose value is, say -1, if yk has this initial pattern
and ÷ 1 otherwise.

More specifically, let (el, e_, • • • , ea) be the initial pat-

tern of ones and zeros we seek as a prefix to yk. Then

define the (±1) Boolean function g (x) by

= J-- 1 ifxl = el, x2 = e2, • • • , Xd = ed(x)g [ 1 otherwise.

2%

The relative number of times T that a number yk falls

in the specified interval is

T- N-N yk
k=l

where ),k has been previously defined; its value is

)'k ----G (0) + _ G (s) ,'kq .... {,_
s;t0

/N

by the Boolean transform. The expected value of T is

/x lp-_ ^

T=E[T]+p _?, T
r=o

T--y[ 1 - G (0, + --Ip._oG (s)]

+ 1 C (s)]= "_-[I- (--_) G(O, "-ff

But it is easy to see from its definition that

g(O)= EC(s)
s

and that

c (0) = 2-- E g (x) = 2-- (2- - 2.2--,)
x

= 1 -- 2 -a+l

Hence, we have

T= 211--(it -_--)(1- 2-_+1) ÷ g_--) ]

= [( 1 +____) 2_d + g (_p_-- I ],

Thus, the yk are equidistributed in the mean.

The variance about this mean can also be bounded.

First, however, we compute

1 i,-i N N N N 1
--E E ,/kr,= E Y, E E C(s)C(u)--

P _r=o k=l /=1 k=l 1=1 s I1

p-1

×_ .....O_r_ 1

r:l

If s:_O,
such that

8n Itl . . _n
Otr-n _r+t-1 " Ot_r+t-n

(t = q(l-- k))

and u =/= O, then there exist integers v, and v2

81 • 8n :
Otr_ 1 • . Olr_ n Olr+V 1

Ul o ttn __
Oft+t_ 1 " • Olr+t_ n ¢_tr+v 2
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and for each k there is at most one l such that vl -- v2.

Using this fact and the Schwartz inequality, we see

1 _-1N _ l )(lp)-_t--_ _ _,k_,z_N 2 G _(0 1+ --
P r=O k=l /=1

+ N(I+ _-)

A

This calculation then places a bound on the variance of T,

^ 1 {lk_ l (1) 1 } zvarT=TE -_- = rk-- 1+ G(0)+--p-- g(0)

_{-[1+G2(0']1(1+_ -)

+ 2(1 + ----_) g (0) G (0) + ---_(1 + _-)} •

If the negative terms are omitted, the inequality is

stronger,

1( 1){1 2g (0) (1 - 2-d+1)}varT<-_- 1 +--_- -_-+ P

1 1

< 1(1 + --p-)(-_- + 2)

and again, the deviation from expected behavior de-

creases as N grows larger, independently of e.

h. Summary. The conclusions reached by this analysis

are stated in the following:

Theorem. If {ak} is a (0, 1) binary sequence generated

by an nth degree maximal length linear recursion rela-

tion modulo 2, if for (q, 2"-1)= 1, and q_n,

yk -- O.akq_ 1akq_,. • • • a_k_, is the binary expansion of a

real positive number in the interval (0, 1), and if wk is

a real number in the interval (-1, + 1) related to y_ by

wk -- 1 - 2yk - 2-", then averaged over all possible (as-

sumed equally likely) initial values y0 (or Wo), then

(1) The mean value/_ of the sequence wk is

and variance az

1
0.2 ----ram

3
_.

(2) The sample autocorrelation function, defined by

R (m) = --ff _ wkw_ +,,k=x

has as its mean value R (m), given by

a (m) = 2-2" - 2-"

for m ----1, 2, • • • , [(2 _ - 1 -- m)/q]. The variance
of R (m) about R (m) is bounded by

^ _.___[ I ]varR(m) < 1 + (2"- 1)'

/N

(3) The relative number of times T that yk falls in the

interval for which the first d positions of the binary

expansion are fixed, i.e., a neighborhood of length

2 -a in the interval (0, 1), has mean

[ 1]T---E[T] =2 -d 1+ (2"--1_"

1 (1)+ y [g (o) - 1] 2- -- 1

for any number N of points Yk. The variance of T
is bounded by

41_._[ 1 ][.___ 2]var IT] < 1 + (2" - 1) + (2"-- 1)

i. Primitive polynomials. In order to implement the

generator, it is necessary to find a primitive polynomial

f (x) over GF (2). These have been tabulated up through

degree 34 and appear in Peterson (Ref. 6); others appear

in Watson (Ref. 7). The form easiest to implement is
that in which the recursion relation has fewest terms.

Golomb, et al. (Ref. 8) have found primitive trinomials

for most degrees through degree 36. A degree 35 poly-

nomial [ (x) -- x 35 + x _ + 1 is very useful for generating

numbers on an IBM 7094, whose numerical register con-

tains 35 digits. The period p -- 235 - 1 is rela_vely prime

to 35, and so q may be set equal to 35. Preliminary experi-

mental results indicate that the bounds given here are

indeed valid for arbitrary sample sequences yk. These

tests and experimental properties will be discussed more

fully in a subsequent article.
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2. A New Decoding Procedure for Bose--
Chaudhuri Codes, GSolomon

a. Introduction. The decoding procedures presented by

Peterson (Ref. 9, Sects. 9.4 and 9.5) for Bose-Chaudhuri

(B-C) codes involve matrix inversion, determination of

linear independence, and the finding, by trial and error,

of roots of certain polynomials. While the procedure

outlined is algebraic in nature, it does not take full

advantage of the structure of these B-C codes nor does

it use the full power of the later Mattson-Solomon poly-

nomial representation and new treatment of the subject

(Ref. 10). We present here a complete algorithm for the

correct decoding of these codes using the full capabilities

of the Bose-Chaudhuri codes. This algorithm is highly

algebraic in nature and involves a series of computations
of coefficients and substitution of these coeffcients in a

set of formulae. The end result is the decoded word.

This decoding procedure will be used on Deep Space

Network interstation teletype links for command veri-
fication.

b. (2 _ -1,m) Bose-Chaudhud cyclic code. We treat

for simplicity of discussion only the special case in which

the recursion polynomial for the code is primitive, i.e.,

has one of its roots primitive of degree k. Thus, let A

be a B-C code of length 2k - 1 and dimension m. Then

following Ref. 10, there is a polynomial f (x) dividing

x 2_-1 -4- 1 of degree m over the field F of two elements

which serves as the recursion rule via the shift register

for the code. For example,

/ (x) = E uix _, u_EF,
i=0

can be written as the product of r irreducible polynomials
over F:

f= fifz_(x),
i=l

where f_i denotes the irreducible polynomial over F with

fl_ as a root. fl_ is the smallest integral power of t, which

is a root of fq, where fl is a fixed primitive root of f(x).

If A is e-error-correcting, then by Ref. 10, we know that

f (x) does not contain the first 2e + 1 negative powers

of /3 as roots. But here "e-error-correcting" is taken to
mean that the e errors are corrected because of the B-C

theory; extra errors that are corrective are not correctable

by this (or Peterson's) procedure.

Corresponding to this fixed choice of /3 and a cor-

respondence of the coordinates of the code vector with

the powers of/3 for each code word a = (ai) in A, there

is a polynomial g, of degree at most 2_ - 1 - (2e + 1)

of the following form:

ga (X)= Y,C_X_, C__CF (2k)

C2i _ C_I,

such that ga (/3_) = a_ (Ref. 11). The coefficients of these

ga are given by the Reed inversion formula, in terms of

the coordinates and the (2 _ - 1) roots of unity:

2_-2

ct= E ai/3 -_l.
i=0

We note that a necessary and sufficient condition for a
received word to be a code word is that cz---0 for all

positions 1 such that /3 is not a root of the generating

polynomial f (x). Call this set of positions S. Thus, since

czi = c_, there are r + e independent coefficients to com-

pute, of which e at least must be zero. Using the formula

(or an alternate method to be presented later), the cz are

computed. Using certain of the c's, an algorithm can be

devised, with the aid of the Newton formula relating

power sums and symmetric functions of elements, which

will yield the correct word.

c. Structure of the c's. Let us examine the c's. For

clarity, we relabel c2_-1-i = c-i as di for all those c which

should be zero in the event of a correctly received word.

Thus, the rule remains that di be zero for all i. There

are at least e independent such d_ if we are to assume

the B-C bound gives us minimum distance 2e + 1. In

particular, di, i---1, • • • , 2e must be zero.

To see where we are headed, let us assume one error

has been made in the ith position. Then we have.

dl =/3_, d_ = fi_J; c' = c_ +/3<

We note C 1 = C_-J-(1/d_), where c_ is the correct co-
efficient.

We note simply that d_ = da_,d_ = d], dt = dt_, I 4: 3, 5.
If we add the reciprocal of d_ to c_ and the appropriate

powers of the reciprocal to the other c, we end up with

a correct set of c's which give the correct word.

Let us now assume that t errors, t_e, have been

made. If _/1, _/2, " " " , "_t are the powers of/3 correspond-

ing to the coordinate positions at which an error has
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been made, then d,_ is the sum of the ruth powers of

"/1, " " " ,3't:

t

i=l

and a correct cz can be obtained by just adding to the

computed _ the lth powers of the reciprocals of the 3'_.

Since we can compute the d_ directly and d_ are power

sums of the error positions, all we need to do is relate

the power sums of the reciprocals of the error positions
to these and we are done.

d. Use of symmetric functions. We introduce the sym-

metric functions of the above 3'i. For t elements, define

(t, i) to be the sum of t elements multiplied i at a time.

We note that a (t, 1) is just the sum of these elements

one at a time and is equal to dx, cr(t, t) is the product

of all of them, and _r(t, i) for i > t is 0. We can compute
the _, from the dl via the Newton formulae relating the

power sums to the symmetric functions. Thus, the _, are

given directly from the computed di (or at least the first e

of them). We need only now note that the 3'_1, i = 1, • • • , t,

have a set of symmetric functions easily obtainable from

the ones just computed. For, if 3'_, 3'2, 3't, are the roots

of a polynomial with coefficients given by the symmetric
functions

t

_, cr(t,i) x t-_.
i=0

the reciprocal polynomial with the 3'_1, 3'2-1, .... ,3'tx as
the roots, is given by

Thus, the symmetric functions r (t,i) for these is just

(t, t - (t, t).

Now to obtain the power sums of these elements, we

simply use the Newton formulae again, but this time

substituting in the r. Once these are computed, we simply

add the results obtained to the already calculated c's,

and we are done. This need only be done for the inde-

pendent set of c's.

_.,u,. uu_ ,ct, e_e,,tauv_, ,_ have ensured that the first

2e + 1 power sums are obtainable, and the ordinary sym-

metric functions can be computed from these (Ref. 9,

p. 176). In the computation of the symmetric functions,
the exact number t of errors made is determined and

this is used for the reciprocal formulation.

In Peterson's procedures, the exact error location posi-

tions are determined from the polynomial of the sym-

metric functions. This can only be done by the trial and

error method and involves substituting all 2k - 1 values

in the polynomial.

Even though the calculation given by the Reed

formula seems lengthy and involves finite field opera-

tions, it is not necessary to actually compute the d's this

way, as will be shown. We need not even use the poly-

nomials for finding the error vector.

e. Mechanizations of the computations for decoding.

Let A be a (2 k - 1, m) code of the type described above.

To affect algebraic decoding, we must mechanize the

field operations of GF (2k). Let [ (x) = [_ (x) be the primi-

tive polynomial of degree k, with /3 as root. We set up

an isomorphism between binary k-tuples and GF(2 _)

in the following manner. Consider the polynomial

x+x 2+x 4+, • " • ,+x _-'. Form the vector B=(bi),

i -- 0, 1, 2, • • • , 2_ - 1, where b, is the value of the poly-

nomial for x =/3 _. To the element 1 in GF (2 k) we cor-

respond the initial k-tuple of this vector, i.e., (bo, bl,

b2,'"" ,bk-a). To /31 we assign the k-tuple (bz,

bz÷l, • • " , bz+k-_). Addition of the k-tuples is the usual

point wise addition of coordinates, and multiplication

by a power ra of/3 is the k-tuple obtained by a shift of m

positions (to the right) along the sequence. This sets up

an algebraic isomorphism between the binary k-tuples
and the field GF (2_) (Ref. 12). Any initial non-zero

k-tuple would serve, but this particular choice also sets

up a direct correspondence between GF (2 k) and the k
information bits of a code word belonging to the maximal

length shift register code generated by fl. For example,

if c • GF (2k), then our representation both as a k-tuple

and as the values of the polynomial

k-1

C24X 2_

_=0

at the/3_ for i = 0, 1, 2, • • • , k - 1, are exactly the same.

This will be our field GF (2k), and on these k-tuples, sub-

ject to these rules and field operations, we shall do our

computations.

f. Calculation of the ors. If e errors are made in trans-

mission, we need compute d_, d2, • • • , d_, and plug them

into the Newton formulae. Since the di are k-tuple.%

we shall need ek operations on the received vector

a = (al) and on the above defined and stored B. (In

reality, only the first k bits of B need be stored and the

rest generated by a shift register device.) Let us com-

pute dx. From the Reed formula, dl = Y.ai/3i. By the
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above representation, this corresponds to the k-tuple

(_a_ b_, _ai bi +l, _ai bi+ 2, " " " , Y,ai bi +k__). Defining
the dot product a" B = Y,ai bi, and TJB as the ith shift

of B to the right, then d_ is given by (a'B, a oTB,

a °T2B, "'' ,a'T_-IB), a set of anding and summing

operations. Mechanically, one may envision the received

vector B as it is shifted along the shift register.

To compute din, we note that dm = Y,ai B i", which

corresponds to the k-tuple

(Y.ai bim, Y.ai bi .... _,Y_al blm+ z, • • • , _al bi..+k-1) .

Thus, if we speed up the shift register of B by a factor

of m, and take the received vector a = (al) and and it

with the speeded up B, we obtain the second coordinate,
and so on. Thus, for e errors, we have a total ek such

anding and summing operations.

g. The (63,18) Bose-Chaudhuri code. We apply the
results of this report to the (63, 18) Bose-Chaudhuri code

considered in Posner-Solomon (SPS 37-26, Vol. IV),

which will be used in DSN interstation telemetry. This

new decoding procedure simplifies the one presented in
SPS 37-26 which otherwise would have been used. The

code is a 10-error-correcting code generated by the recur-
sion polynomial

f (x) = x TM + x TM + x _ + x° + x8 + x 7 + x5 + x 3 + x z + 1

= (x 6 + x + 1) (x 6 + x5 + x2 + x + 1)

×(x a+l)(x 3+x z+l).

For our

x6+x+ 1.

polynomial

decoding computations, choose fl a root of
Then to the code word a is associated the

co + c_x + c_x 2 + • • • + 32 32 c_x_Ocax +c._x 5+ + • • •

+ C3eX34_q- C,X9 q- C_XTM. q- C_X4ze + CelXel _at_Colx_42.

The Reed formula gives the values of c's and d's for

each code word a = (a 0, where the computations are
performed in GF (26). For a code word to be received

correctly, the d's must all be 0 (dl =d_ = d5 =d17 = d_o =0):

62 62

cs = _, air -i j, dj = "_. air j.
i=O i=0

In order to perform the computations, we set up the

correspondence of Part e between the 6-tuples of O's

and l's and GF (26) in the following fashion: To 1 E GF (26)

is associated the 6-tuple (0, 0, 0, 0, 0, 1) corresponding to

the values of the polynomial

X D[- X 2 .__ X 4 ..]_ _ + X16 + X32

at the values

1,/3,/32, . . . ,fls.

To fl is associated the 6-tuple (0, 0, 0, 0, 1, 0), which is

simply a shift along the code word length 63, generated

by the recursion polynomial x 6 + x + 1, using the 6-tuple

associated to i a GF (26) as the first 6 bits.

As in Part e, multiplication by the ith power of fl

is simply the 6-tuple obtained by shifting j positions

along this code word from the 6-tuple to be multiplied.

Thus, d_ say is given by the 6-tuple (a.B, a. TB,
a. T2B, • . . ,a.T_B).

The first coordinate of d3 is obtained by starting with

B and shifting 3 times as fast as usual and dotting with
the received vector a. The second coordinate of d_ is

obtained by shifting B one position and again dotting

this speeded-up vector with a, and so on. In general, to

obtain the first coordinate of de, we speed up the vector
B a factor of e times and dot it with a. For the second

coordinate of d_, B is shifted one position and then

speeded up e times and dotted with a, and so on.

h. Correction o[ t errors in the (63,18) code. Let us say
that t errors have been made in the received vector a.

Then, using the computed values for d_, d_, • • • , dt and

plugging them into the Newton formulae, the symmetric
functions

0"1_ 0"2_ " . . _ O"t

are obtained. Using the results of Part d, the sym-
metric functions r of the reciprocal roots are obtained.

Plugging these values back into the Newton formulae,

the power sums of the reciprocals of the error positions

are obtained. In particular, the first, fifth, ninth, and

twenty-first are obtained. All the others are computable

and known from the c's. For example, if fll = 1, 2, • • • , t

are the error positions, and if

T s = _ 13{ ,
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then

T3=d_5, Tr=dsr, T_,=d'_3,

T13 = 16 = d_6, = T_d_ , T,._ TI_ _, T_. = d u,

and the T_ are determined as above for i = 1, 5, 9, 21.

To the vector a is added the vector ((ha (fli)), where

32 32 T_xlOha(t)= x + Tlx + T_x 2 + Tl x +1"5x 5+ + • • •

32 34 21 21 •+ T_ x + T3x 9 + T_xTM + T_x 36+ T x21T_ x4_

Since we are only interested in the information bits

we need only compute the first 18 coordinates of this
vector and add these to the first 18 received coordinates.

The result is the correct 18 information bits.

i. Example for triple errors, t = 3. Let us suppose

three errors have been made on unknown positions fl,,

f12, fl._. Then we have

dl =/3, +/3_ +/33,

da=fl] +,83z + B_,

d_o = [3_° + [3_ + _.

Using Newton's formulae, and defining ax =/3_ + f12 + 133,

0"2 : _1fl2 -]- /_ltl_2 + /3,['33 -1- /_2fl3, 0"3 : /31_2/_3, we obtain

0" 1 _-- dl;

0.2 =

also,

0" 3 --

d,d5 + d] + d_ d3 + d_

d] + d3

0"4 _---- 0"5 _ 0"6 " " " _ O.

Defining now

•1 =/3? + _' + _;1,

.,_ = (/3_B_)-1 + (B_B_)-_ + (B2/3_)-_,

.,_ = (B1B_B_)-1,

we have, very easily,

0"2 0.1

T I =- T 2 _ -- T 3 = 0"31 .
0"3 0"3

Letting T i = fl]i+ f12_ + fl3i; we have, again using the
Newton formulae,

• 4 = _ = TZ = 0, l > 5.

TI=T1, T_=T2;

T3 : T2TI "_ T1_'2 -_- r3 --_ O;

T4 = Tg

T5 + T4"rl + T4T3 + Tl"r4 + "r5 = 0;

Tr -}- T6T1 + Ts"r2 -I- Y4"r3 + T3"r4 -}- Ts"r_, -}- T6"ro + 'r7 = 0.

We compute T1, Ts, T9, T21 very simply since everything
else is known:

0"2

T, = z, :--; T3 = d 4 ;15
0" 3

T5 = T_ + Tar2 -]- T3T_ ;

s 1 0"g0" 2 0",

T9=_+_T3+ -
0" 3 0"3 0"2 _

T21 = Tz0rl -{- T19rz q- Tlsr_.

The ha (,8_) are then computed and added to the received

word to give the correct word.

3. Coding for the Binary Asymmetric.Channel as

Applied to Ranger Block III Command Detector,
E. C. Posner

a. Summary. The Ranger Command Detector studied

in an article on extreme value theory (Sect. XIX-C-1

of this report) has in its present design the property
that a 1 can be mistaken for a 0, but not a 0 for a 1. The

channel that results is called the binary as_,mmetric chan-

nel. This short note introduces the mathematical study

of such channels, and shows how a simple code can

reduce the error probability in the Ranger Command

Detector from high to low values, and with a minimum

of equipment.

b. Preliminaries. In the theory of error-correcting codes,

the binary symmetric channel has usually been consid-

ered. In this channel, there are two symbols, "0" and

"1," and an error probability p. This error probability is
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the probability that a transmitted 0 is received as a 1, and

also the probability that a 1 is received as a 0. Thus, the

name "symmetric."

A (systematic) (n, k) code with k information bits and

n- k check bits is often used on the binary symmetric

channel. These codes consist of words of length n. The
first k are the k information bits to be sent, and the last

n - k are the so-called check bits. These check symbols
are Boolean functions of the k information bits.

It is well known that if one is using an (n, k) code on
the binary symmetric channel, and one wishes to correct

all single errors in transmission, then the code must have

minimum distance at least 3. That is, every two code

words in the code must differ in at least three positions. It
will now be shown that minimum distance 2 often suffices

in the binary asymmetric channel.

For example, consider the (2, 1) code consisting of the
two code words 00 and 11. That is, 0 is coded as 00 and

1 as ll-the information symbol is merely repeated twice.

This code does not correct all single errors in the binary

symmetric channel. For, if one receives the codeword 10,

one cannot tell whether the word 00 was sent, with an

error in the first position, or whether 11 was sent, with

an error in the second position.

However, the same (2, 1) code does in fact correct all

single errors in the binary asymmetric channel, even
though the minimum distance of the code is 2 instead of 3.

To see this, note that the only possible error changes a

1 into a 0, not a 0 into a 1. Thus, if 00 is sent, 00 is received

with certainty. If on the other hand 11 is sent, then 11 is

received if no errors occur in transmission. But if a single

error is made, the received word is 01 or 10, depending

upon whether the single error occurs in the first or second

position.

Thus, the (2, 1) code on the binary asymmetric channel
is decoded as follows: if 00 is received, then the informa-

tion bit is decoded as 0. On the other hand, if the received
word contains a 1, the information bit is decoded as 1.

Now let us see how the use of the (2, 1) code on the binary

asymmetric channel reduces error probability.

c. Error probabilities. We shall examine the improve-

ment obtainable with the (2, 1) code. Let r be the prob-

ability that 1 changes to 0. Then an information bit is

decoded incorrectly if and only if the bit is a 1 and a
double error occurs in transmission. It can be assumed

that 0 and 1 are just as likely for the information bits, so

that the probability of a 1 information bit is _. And the

probability of a double error is r2, when the 11 word is

sent. Thus, the output information bit error probability

is r2/2.

By the same reasoning, the uncoded bit error probabil-

ity is r/2 = p say. So an input bit error probability of p

yields after coding an output bit error probability of

2 (r/2) 2 = 2p 2. The price paid is that the information rate
is cut in half.

An improvement is effected if p < ½, since then

2p2< p. (But note that if p > _, the usual option of

interchanging 0 and 1 to get p < _ does not work in the

binary asymmetric channel. The case p > _ would have

to be considered separately.)

Of course, one is usually interested in r much less

than 1. For example, in the Ranger Command Detector,

the specifications call for a bit error probability of less

than 10 -5. If the (2, 1) code is used, this specification de-

mands that 2p2< 10-5, or, p < 2.236 X 10-3. Then the

probability that a 1 changes to a 0, that is,.r, which is 2p,
must be less than 4.47 >( 10 -3.

Now 4.47 X 10 -3 is considered a rather high error prob-

ability. So this value could be easy to obtain. But to obtain

r < 2 × 10 -5, which is the value for r necessary if the

specifications are to be met with no coding, can be much
more difficult.

That is, by using the (2, 1) code, a '"oad" detector can

be made into a "good" one with a loss of only 50_ in rate.

For a command system in which rate is not as vital as

low error probability, one would choose the coded sys-

tem with lower rate. That is, in the present form of
command detector in which the transition 0 _ 1 can be

assumed not to occur, the (2, 1) code can be used to

obtain detectors that meet the error probability speci-
fications.

d. Implementation of (2,1) code. In applications of

error-correcting codes to the binary symmetric channel,

one big problem present is that to obtain a dramatic

decrease in output bit error probability, the decoding

process quickly becomes complicated, and requires a big

decoding machine. Such big machines are not necessary

for the (2, 1) code used on the binary asymmetric channel.

For, one takes advantage of the fact that the transition
04 1 does not occur. Then one decodes the information

bit as a 1 if and only if one of the two symbols in the
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received word is a 1. Otherwise, the information bit is
called a O.

The decoder for the (2, 1) code, then, consists of a

buffer of length two (Fig. 1). A nor gate with two inputs

is connected to the two flip-flops of the buffer. Every

other symbol period, the output of the gate is read. If

the buffer contained two O's, the output of the gate is a 0;

if the buffer contained one or two l's, the output of the

gate is a 1. These indeed are the outputs required by

the decoding scheme.

It will be seen that the decoder, as shown in Fig. 1,

requires a minimum of extra logic over the method using

no coding. In fact, the only extra logic required is two

flip-flops for the buffer, one nor gate, and one flip-flop

to read the output of the nor gate every other symbol

time as required by the system clock. The (2, 1) code is

therefore entirely feasible and can be used in the Ranger
Command Detector in its present form. The same code

can be used for error-detection allowing repeat-requests.

(2) Define "close-packed" for the binary asymmetric
channel, and study the combinatorial structures

that this definition implies.

(3) Find codes and decoding procedures that take

advantage of the peculiar properties of the binary

asymmetric channel.

(4) Consider the use of linear binary cyclic codes on

the binary asymmetric channel. Find the improve-

ment in decoder simplicity attainable with the
h;..,_, .¢,,,_,_,_.;¢. channel.

(5) Estimate the way error probability drops with code

length.

It is conjectured that the binary asymmetric channel

yields huge decreases in decoder complexity.

e. Areas of research. The binary asymmetric channel

offers many interesting areas of coding research:

(1) Relate combinatorial properties of a given binary

code to its binary asymmetric error-correction and

-detection ability.

DETECTOR

Fig. 1. Implementing the (2, 1) code

B. Detection and Filter Theory
W. B. Kendall, W. C. Lindsey, J. J. Stiffler,

and R. C. Titsworth

1. A Comparison of Some Exact Results for the

Biased Square-Law Sequential Detector to the

Corresponding Approximate Classical Results,
W. B. Kendall

a. Introduction. Sequential detectors are devices which

detect the presence (or absence) of a signal in a noise

background by sequentially observing an input waveform.

At each instant, the sequential detector's output consists

of one of three possible outputs (or decisions):

(1) No signal is present (dismissal).

(2) Signal is present (alarm).

(3) Continue making observations.

The biased square-law sequential detector, which we

will consider here, uses samples yj of the envelope of
the received waveform to calculate the sums

x,= E [ku,_-b]
j=l

where the bias b and the multiplier k are abitrary non-

negative constants which can be adjusted to suit the

application. The sums x_, i = 1, 2, • • • are sequentially
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compared to two thresholds until an x, is found which

is less than the lower threshold B or greater than the

upper threshold A. Then, if x, _ B it is decided that no

signal is present (dismissal), and if A _ xi it is decided

that signal is present (alarm). For the Yi having the

Rayleigh probability distribution f(y)--yexp- y2/2,

i.e., for the received waveform consisting of Gaussian

noise alone, the author (Ref. 13) has obtained exact

expressions for the probability of (false) alarm and for

the average number of observations required to end
this test.

It is well known (Ref. 14) that the (optimum) sequen-

tial probability-ratio test for the incoherent detection of

a sine wave in Gaussian noise requires that the sums

i

xi = _ [-% (a s) + lnI0 (ays)]
j=l

be compared to two thresholds A and B where B < A.

Here aZ/2 is the signal-to-noise power ratio when the

signal is present, i.e., it is the "design" signal-to-noise

ratio. When a is sufficiently small it is usually satisfactory

to approximate In Io (ay) by a constant plus the first term

of its power series.

In Io (ay) ,_ _ (a2y 2) -/3.

The constant /3 _-_0 is usually taken to be a4/8, which

is the expected value of the next term in the power series

when no signal is present (Ref. 14). Use of this approxi-

mation yields

i

Xi_

j=l

[(aZ/4) Y_ -- (/3 + aZ/2)]

which suggests that for small a, and with k and b given by

k = aV4

and

b = t3 + aZ/2

the author's exact results should approach the classical

results for sequential probability ratio tests. In the fol-

lowing parts of this article, we will show that this is
indeed the case.

b. Probability of false alarm. In Ref. 13 it is shown that,

for the biased square-law detector, the probability of

(false) alarm when no signal is present, which we shall

denote by Pz (0), is given by

e-"°BG [--DB; Db] B < 0 < A
P_ (0) = e_O(a_B+b) G [D (A -- B + b); Db]

where A and B are

k=

D=

and

C(x,c)= 1+
1=1

the thresholds, b is the bias, and

if,2//4.

(2/a_) exp {-2b/a_}

2/(aZa)

exp {2b/a z}

(ic - x)J
j_

c_--nc_x_--(n + 1) c

It is also shown in Ref. 13 that for x/c _ 2, the function

e _ G (x; c) is given to three or more decimal places by

e,_G(x;c)--[ l _ e(Ot-7)x _

where a and 7 are the two real roots of s -- e _c. (Thus,

In a = ,c and In _/--_,c.) This approximate expression for

e _ G (x; c) can be used in the evaluation of e_ (0) as long

as -B/b _ 2 and the inequality

Db = (2b/a z) exp {-2b/a z} < 1/e

is satisfied. This inequality is satisfied as long as 2b/a 2_: 1,

or, for b ---/3 + a2/2, as long as/3 =/: 0. Use of this approx-

imation yields

IX--lnTlet(l_,_-ln-r)/b]_1 -- 'Ina- 1
e_ (o)

e[(Ina-ln'y)/b](A+b) __ e[(lna-ln_)/b]B

t 13=/=0--/3_a 2 + 2/3

The two factors in square brackets in this equation can
be written as

and

1 -- In 7 1 a%]-n7--i- = 1 --'-_

(2/a 2) [(4/3/a 2) - _]
[(ln,_ - In ),)/b] = 1 + 2/3/a 2
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where e is defined by

& In 7 - 1 + 2fl/a 2

< (2fl/a 2) - [1 - eDb]_

= (2fl/a 2) -- [1 - (1 + 2fl/a')e-2_/a'] _

< (2fl/aZ)2/6.

Thus, we have e < < 2fl/a 2 when 2fl/a 2 < < 1, so in this

case P2 (0) can be further approximated by

e2(0)=
1 - e (8fl/a4)B

e(S_/a4) (a+_+a_/2) __ e(S_/a4)B

3=/=0

--B_a 2 + 23

2fl/a 2 < < 1

It has been pointed out by Bussgang and Middleton

(Ref. 14) and by Bussgang and Mudgett (Ref. 15) that

the best biased square-law approximation to the optimum

incoherent detector for small design signal-to-noise ratio

a2/2 is obtained by letting fl = a4/8. For this case we get

(fl=a'/8
l-e8 __B_a2J

[a_/2<<l

which agrees with Wald's (Ref. 16) classical result for

sequential probability ratio tests. In Fig. 2 this small-

signal approximation is shown along with the exact re-

suits for design signal-to-noise ratios of 5, 1, and 0.01.

e. Average test duration. For the biased square-law

sequential detector in the absence of signal, the average

test duration MI(0) has been shown by the author

(Ref. 13) to be given exactly by

M1 (0) = e -_°8 H [--DB; Db]

-t- ez (0) {1 - ea°(a-n+b) H[D (A - B q- b); Db] }

where the function H (x; c) is given by

H (x; c) -- (n + 1) e -"_

- Y_ iI,_j_ _ c_--nc_x_(n+ 1)c
j=l i:0

and the other notation is the same as that used above.

Also given in Ref. 13 is an approximate expression for

<¢
_1
<¢

o9
..J

ti.
O

>-
I-

J

0
IE
0-

0.1

0.08

0.06

C_04

0.02

0.01
0 I

_----SMALL SIGNAL

APPROXIMATION

--EXACT

B--LOWER THRESHOLD =-2

o2/2-- DESIGN SIGNAL-TO-

NOISE RATIO

2 3 4 5 6

UPPER THRESHOLD, ,4

Fig. 2. Probobility of olorm for the biosed squore-low

sequentiol detector when the signol it not present

(exoct ond $moll signol opproximotion)

e _ H (x; c) which has the same accuracy and validity as

that given above for G (x; c). It is

e_H (x;c)._ - (l l-_)(a _-___)e _-_

+ _x+ 2(_c--1)

Use Ox£ .,..'I-," ..... .:'_*.: .... :_IA-
t.._ app,uA,.,,m.,, y_zu_

c < 1/e
_,<e<a

M_ (0) ,_ [--B -- Pz (0)(A -- B) + E]/fl

3=/=0
--B _-_a 2 + 23
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where

• .......\ a2 / a _ ] 3a'_ a'e 2

>( [P2 (0) e [(ln"-lnT)/bl(a-B+b) -- e -[lna-lnT)/b]B] }

and where the above definitions and relations for e have

been used. The term E is due to the "excess over the

bounds," i.e., it is due to the fact that, at the end of the

test, we have either xi _ B or A--_ x_, rather than simply

x_ = B or x_ = A. However, if the probability is high that

x_ changes only a very small amount at each observation,

then this excess is negligible, and we have simply

M,(O)=
-B--P2(O)(A- B)

t3

/34=0
-B_a 2 + 2fl

E<< --B

The condition for this last approximation to be applicable
is that both the mean and the standard deviation of the

random variables

Xi -- Xi-1 ---- (a2/4)Y,_ -- b

are negligible compared to the values of the thresholds

A and B. These quantities are given by

<x,- x,__> = -fl

and

X i -- Xi_I ._- fl)2;_ -- a2/2

z"
O
I-

t/.I
>

O.I

I \\

-- EXACT \ _'\\

-----SMALLS,GNAL ', _ \\
APPROXIMATION " /\k "_'_6:-,_:O_PERT.RES.O,Oo5_B:-0.5"_" \

B=LOWER THRESHOLD

0.2 0.4 0.6 0.8 I 2 4 6

DESIGN SIGNAL-TO-NOISE RATIO, (/2/2

8 I0

Fig. 3. Average test duration for the biased square-
law sequential detector when the signal is not

present (exact and small signal

approximation)

where the pointed brackets denote expected values. Care-

ful examination of the above expressions for E and P2 (0)

shows that indeed E --, 0 when both fl and a_ individually

become very small, yielding the classical result (Ref. 16)

MI(O)[P2(O)]Cx:[1-P2(O)]B _04=fl<< 1
- x,__> (aZ<<l

This small signal approximation is compared to the exact

expression for M_ (0) in Fig. 3.

2. Frequency Demodulation, w.c. u,a,,r

a. Introduction. In Ref. 17 we considered the follow-

ing problem: A unit-variance random time-series m(t)

was used to frequency modulate a transmitter, resulting
in the emitted waveform

¢"(t) = (2P)_ sin [=t + O, (t)] (I)

where m (t) possessed the spectral density

and

2a
s. (s) = a=_ s= (2)

t
e, (t) = K, m (,) d,.

The waveform _ (t) was assumed to have been corrupted

in passing through the channel by additive, white

Gaussian noise with a single-sided spectral density of

No w/cps. Demodulation of the observed data ¢ (t) at

the receiver was accomplished by means of a phase-

locked loop (PLL) followed by an appropriate output

filter. The loop filter F (s) of the linearized PLL model

was chosen such that the mean-squared phase error

was a minimum, while the output filter F0 (s) was selected

such that the mean-squared frequency error was a mini-

mum. In particular, it was found that the pole-zero plot

of the optimum filters depended upon the signal power P,
the modulation index mr = Kt/a, and the noise spectral

density No. Since these filters are, in general, diflleult to

implement, two alternate approaches for accomplishing

the demodulation process were considered:

(1) The PLL was preceded by a bandpass limiter. The

pole-zero configuration of the loop and output fil-

ters was "fixed" such that the system would operate

optimally under the worst channel conditions

expected.
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(2) The same "fixed" PLL was preceded by an auto-

matic gain control (AGC) amplifier. The perform-

ance characteristics were derived and graphically

compared with those of the optimum demodulator.

Here we consider the same problem; however, the
demodulator model will be modified so as to take into

consideration the nonlinear element existing in the for-

ward path of the "exact" PLL model. The sinusoidal

nonlinearity will be taken into consideration by means

of Booton's (Ref. 18) so-called describing function method.

We shall compute the performance characteristics for all

three demodulators and compare these results with those

obtained in Ref. 17 for the linear model. Finally, we

present the performance characteristics of a single-

sideband or double-sideband amplitude-modulated sys-

tem which operates in the presence of the same channel

disturbance; i.e., demodulation is accomplished at the

receiver by coherent-frequency translation of the observed

data, and the result smoothed with a realizable Wiener
filter.

b. Quasi-linear receiver model. The quasi-linear model,

introduced by Develet (Ref. 19), is based on Booton's

(Ref. 18) idea that any nonlinear device subjected to a

Gaussian process may be replaced by an equivalent gain

K. The concept is simple and may be briefly described as

follows. Denote the input and response of an amplitude-

sensitive element by x_ and xr, respectively. Let the output
Xr be written in the form

xr = f (x,)

where f is the describing function of the element. Then

for a particular input process, we select that value of K

for which the mean-squared error

[xr- Kx,p = [f (x,) - Kx,p (3)

is a minimum. (The bar signifies an average taken in the

statistical sense.) For the problem at hand, f -- sin [ ]

Assuming the input (I)(t) to the nonlinear element is a

zero-mean Gaussian process, Develet (Ref. 19) shows that

Ko = exp [- (ag/2)]

where ag is the mean-squared value of the phase error
_) (t).

In passing, two comments are important. In order to

use this gain, one further assumption is necessary, i.e.,

the process _ (t) must be first-order stationary. Otherwise

the gain K¢, hence the over-all receiver, of the element

is time-varying. Second is the fact that the nonlinear ele-

ment is a part of the feedback system and, even though

the input to the PLL may be Gaussian, the operation of

a nonlinear element on a Gaussian process is, in general,

non-Gaussian. These remarks should be kept in mind

when employing the quasi-linear model; however, if we

are going to take into consideration in the design the

nonlinearity at all, this approximation seems to be as

simple and mathematically tractable as any. As a matter

of fact Viterbi (Ref. 20) shows that, for the first order

loop and no modulation present, Develet's approximation

is quite good so long as _g < _.

The equivalent quasi-linear model is depicted in Fig. 4.
For reasons which will become obvious later, we define

the following transfer functions, i.e.,

H(s) = y(s) Ho(s) - K_e(s) O2(s)
01(s); s01(_) - 01(_) (5)

Referring to Fig. 4, it is obvious that

K n(s)
eo(S) - sn.(s) (6)

Further, the closed-loop transfer function of the quasi-

linear PLL may be written by inspection from Fig. 4,

namely,

K_Kr(P)_F(s)
H,(s)-- [s+K_Kr(P)_F(s)] (7)

where

K, = exp (- _/2)

H(s)

-_1 _ e(t)

y(t)

Fig. 4. Quasi-linear phase-lock receiver
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and the loop filter F (s), obtained from Eq. (7), is

sH. (s)
F (s) = i - H. (s) (8)

From Eq. (5) we see that the output 02 (t) of the PLL is

proportional to the amplitude of the input 0, (t). Thus,

the closed-loop response of the PLL is a function of

both the amplitude of the transmitted signal and the

phase error [Eqs. (7) and (8)].

Before leaving this discussion pertaining to the quasi-

linear model we point out that the noise component n' (t)

of Fig. 4 may be referred to the input and designated

as n_ (t), a stationary, white Gaussian noise process with

a single-sided spectral density

No NoK_
N' = -ff-exp (a[) - V (9)

Thus, the noise which the equivalent receiver sees is now

a function of the mean-squared phase error and the

transmitter signal power.

c. The optimum filters. It is clear from Fig. 4 that there

are two types of errors which are made at the receiver.

One is the phase error a_, due to the receiver VCO's

inability to follow exactly the incoming phase 01 (t). To

ensure proper operation of the PLL, i.e., make the loop

operate as linearly as possible, it is necessary to minimize
a_ by selecting the loop filter F (s) properly. The other

error is the frequency error a_, i.e., the total modulation

error. For the receiver to reproduce the modulation wave-

form m (t) as faithfully as possible, and for the PLL to

follow the observed data as closely as possible, it is neces-

sary that we simultaneously minimize a_ and a_.

It may seem, at first, that it is impossible to minimize

the phase and frequency errors simultaneously; however,

since the system is linear, the filter H. (s) [hence the loop

filter F (s)] may be determined so as to minimize a_, and

the over-all receiver filter H (s) may be adjusted to mini-

mize a_. Having determined that loop filter F (s) which

minimizes a_ when H (s) is fixed, the ability to carry out
the optimization procedure in this manner is a result

of the quasi-linear receiver model.

The optimum filters derived in Ref. 17 are applicable

here in that one needs only to replace No (Ref. 19) appear-

ing in the individual filter functions by No exp (_), i.e.,

(Fig. 4)

a z (e - 1) 2 s
H (s) = 2Kt (s 2 + a),s + a_8) (10)

where

),=(1+28)_; 8=mtK_(R)_

m t = Kt/a; R = P/aNo

The individual loop and output filters become

F (s)= [(P)_K.Kr]-X[ a(7- l)S+s+aa(y-l-i).]

a (7 -- 1) 2Kr

F0 (s) = 2K, [(7 - 1) s + aS]
(11)

d. The output signal-to-noise and receiver threshold

characteristic when the loop is preceded by an AGC

amplifier. The output "signal-to-noise" ratio p0, i.e., the

reciprocal of the mean-squared frequency error, is com-

posed of two parts: the signal distortion Sa and the error

due to the additive noise. Using the results given in

Ref. 17, S_ is

48fl(8 +a)+48fl(a 2-K)+K 2(a+l)

Sd = 48fl [(a + 1)(8 + a) -- 8fl] (12)

where

a = 1 +/3(v - 1)

K--/3(_,2 _ 1) - (7- 1)'

(
- _)./3 = exp \.ag 2

and (71 is the total phase error resulting in the fixed loop;

a_ is the phase error at the design values.

Similarly, that portion of the total phase error due to
the additive noise is

N, (_, -- i)22

_";= Noa(7--1) 5

where N1 is the actual spectral density of the additive

noise process and No is the spectral density of the noise

for which the loop was designed. Thus, Oo becomes
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1

P" = Sd + --t_lI a(-2_'_ 11)--_""](_,+ 1) J (13)

,= =--fi-

RD is the input design signal-to-noise ratio in a band-

width of a/2rr cps at the grcatcst communication range

expected, and B is the actual input signal-to-noise ratio

(due to changing channel conditions) referred to a band-

.... 2rr cps. As a novel by-product of ,1- .... 1.....WlUl:n of a� ...... 1 ulv _ttlaly_l_,

the signal-to-noise ratio for the optimum receiver is

obtained when R = Ro; i.e.,

(3' + 1) 2

pop, - 47 (14)

This agrees with a result of Viterbi's (Ref. 17).

Further, the threshold locus of the PLL is given by

2m_ I [2fl (7 - 1)2 + 3'2 - 1] 1a_ =-aft (),2 _ 1 ) l+tL _-fi -- _) (15)

for the suboptimum or fixed receiver structure. Letting

/_ -- 1, we obtain the desired threshold locus

8m} ---=C (16)
a_-= (),-1)(3'+1) 2

In Part h we will have more to say about the constant C.

e. Receiver performance for reception of a signal

whose power is different from the design level. From

Eq. (10) it is clear that the closed-loop transfer function

of the PLL depends on the received signal power P. In

this part of this article, we wish to determine the effects

on receiver performance when the transmitter power,

say P1, differs from the design level P.. We shall assume

further that the noise spectral density is No w/cps, and
remains fixed.

Since the closed-loop transfer function of the PLL

varies with the received signal power, it is necessary to

determine the new transfer function when subjected to

the true signal power P1. Contrary to the linear case

(where only the error due to noise affected the perform-

ance), we find that a change in signal power affects both

the noise and signal error. This is, of course, due to the

changing closed-loop transfer function which occurs in

both of the error expressions.

From Eq. (7) we may rewrite, for an arbitrary signal

power P1, the quasi-linear PLL receiver transfer func-
tion as

K.K, F (s)
H. (s) = (17)

s + KrK, (P1) _ F (s)

where

K1 = exp(-a_/2)

and a_ is the mean-squared phase error for this power

level. Substitution of the fixed loop-filter F (s) [Eq. (11)]

evaluated at design levels into Eq. (17) and rearranging

gives

fl[a(v- 1)s+ a(T + 1)]

H_(s) = s2 + as[l + fl(3"_ l) + a[(y + l)fl] (18)

where

fl=k_-_ff] exp( 2 (19)

At fl = 1, H_ (s) reduces to H_ (s) as it should. The over-

all fixed FM receiver filter is obtained from Eqs. (5) and

(11), namely,

fl a2 (3' - 1) s

H'(s)-- 2Kt[s z+a{l + fl(v-1)}s+azsfl] (20)

The actual signal distortion is

4Sfl(S + a) + 4$fl(a 2 --,) + K2 (,_ + 1)

S_ = 48fl [(_ + 1)(S + a) -- 8fl] (21)

where

a= i +fl(T-- i)

K = 3 (3"- 1) - (_/- 1)'

and fl is defined by Eq. (19).

On the other hand, the variance of the noise error is

(3'- 1)'
a_; -- a (3" + 1)' (22)
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Hence, the actual signal-to-noise ratio p_ is

1
p_= (23)

S' (Y- 1)2_+
(y + i)z

which is the required result.

The actual phase error a_ which results from a change

in received signal power may be written as

1 fjoo

,,: s°l(s)ll- U (s)12, 

+ 1__ fJ_ S., (s) lU,i (s) l2_ (24)
2_i J_j_

andbecomes, upon carrying out the necessary integration,

2m_ [ 2fl(v-1)5+)'z-X 1a_ -- aft (T f- 1) 1 + _-)'_--_ _-) (25)

f. Receiver performance when the PLL is preceded by

a limiter and bandpass limiter. In Part d, we investigated

the demodulator performance when the PLL is preceded

by an AGC amplifier which holds the signal level con-

stant and the loop filter is designed in accordance with

the signal power P and noise power No expected under

worst channel conditioning. In this part, we again fix

the loop filter as in Parts d and e and insert a band-

pass limiter ahead of the PLL. Since the optimum demod-

ulator requires the use of complex auxiliary servo loops

which must be capable of continually adjusting the pole-

zero configuration of the demodulator, it behooves the

design engineer to seek means and ways of mechanizing

the receiver so as to have it perform near optimally with-

out the use of the exact equipment indicated by the

deceptively simple adaptive filter equations. It appears,

from an experimental standpoint, that the bandpass lim-

iter may be an excellent engineering approximation to

the complex servo system which we require for optimum

performance.

The appropriate filter functions required in the deriva-

tion are given by Eqs. (18) and (20). As a matter of fact,

we may make use of the results obtained in Part e for

the signal distortion term. That portion of the error due
to the new noise N1 is

N, F (3'--1)_
"_: =-ff:-oL,,()' + 1)2]

The actual phase error which results from a change in

received signal and noise power is found from Eq. (24).

Appropriately substituting and integrating gives

1+-_- °N1 ( 2f_(Y ---l)-z! )'2--1)]),5_ 1

(27)

when Eq. (18) is substituted into Eq. (27) and the inte-

gration performed.

Thus, in order to obtain the resulting signal-to-noise

ratio, we must relate the ratios NI/No and P/Po to the

input-output signal-to-noise ratio relationship of the lim-

iter. This, however, requires analyzing the limiter and
we shall present this next.

g. Signal-to-noise ratios in bandpass limiters. In Ref. 21,

a general analysis has been made relating output signal

and noise powers for bandpass limiters having odd sym-

metry in their limiting characteristics. Assuming that the

gain of the bandpass limiter is adjusted such' that the

output signal-plus-noise powers are those values for

which the optimum loop was designed, one may show

that (Ref. 17)

N, 1 + R,

No 1 + R
(28)

where

e R(.I+Ro 
PL, -- R. \ I + R ] (29)

R--input signal-to-noise ratio of the bandpass
limiter

Ro = input signal-to-noise ratio for which the loop

was designed

P, N1 = bandpass limiter output noise and signal lev-

els, respectively

Po, No = signal and noise levels for which the loop

was designed

Thus, Eqs. (28) and (29) may be submitted into Eqs. (21)

and (26) to yield the output "signal-to-noise" ratio, i.e.,

1
p" : (30)

{1 + R°' F ()'- 1)5(26) + \i 7-g / L 5]
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where S'd is given by Eq. (21) and

a=l+fl(y--1); K----fl(_,2--1)-(_-1)'

I a {l+_ao /3= -_o \ l+R]exp(a_--_r)
(31)

This is the required result.

h° Graphical re,Mrs for the linear and quaM.linear

demodulators. In Fig. 5 we have illustrated graphically

the performance of the linear FM demodulator for three

different receiver configurations: (1) the optimum phase-

locked loop demodulator, (2) the phase-locked demodu-

lator (designed to be optimum for the most deleterious

channel conditions) preceded by a bandpass limiter, and

(3) an automatic gain control amplifier. For all three

demodulators the threshold constant C has been set equal

to unity. Experimental evidence supports this assump-

tion. From Fig. 5 it is quite evident that the optimum

demodulator outperforms either of the other two realiza-

tions; however, the "fixed" phase-locked loop, when pre-

ceded by the automatic-gain control-amplifier, is superior

to the loop preceded by a bandpass limiter. The amount

of superiority, however, becomes smaller as the modu-
lation index m r increases. In either of the two sub-

optimum systems, the signal-to-noise ratio t' becomes

asymptotic (for large R) to the reciprocal of the signal

distortion Sd initially designed into the system. For com-

parison purposes, we indicate the performance of an

amplitude-modulated double-sideband or single-sideband

suppressed carrier system which demodulates the noisy

received data by coherent frequency translation and

smoothing the resulting waveforfn with a Wiener filter.

The improvement obtained by using FM is clear.

Figs. 6 and 7 illustrate the performance of the same

three systems when the quasi-linear receiver models are

used. Fig.7 has been prepared under the assumption that

receiver threshold occurs when the total phase error

equals _ rad z, i.e., C-- 16, and Fig. 6 illustrates the per-

formance of the three models for C -- 8. Notice the higher
threshold characteristics for the situation where C = 16.

24

2O

16

12

I I

AMPLI TUDE MODULATION

o
o 4 8 12 16 20 24 28 32 56 40

R, db

Fig. 5. Performance chc:rocteristics for the linear demodulc:tor
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0 PTCIIMIU6MFILTER rnf=l___
AGC FILTER 500 _ "_ /

20 A :---_

/--_ -

• J

32 36 40
0

0 4 8 12 16 20 24 28
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Fig. 6. Performance characteristics for the quasi-linear demodulator

The "dipping" behavior for either of the suboptimum

quasi-linear systems may be explained as follows. As

before, the asymptotic behavior (for large R) is ulti-

mately determined by the signal distortion Sd designed

into the system. For the linear receiver models, this value

of Sa was constant for all R _ Ro. In the quasi-linear

receivers, however, the signal distortion Sd is a function

of the initial design parameters and the phase error, and

is a minimum at threshold (worst channel conditions

expected). As R increases beyond Ro the signal distor-
tion increases until the phase error is so small that Sa

is again determined by some function of the signal-to-

noise ratio existing in the channel. These curves show the

importance of keeping the system operating optimally.
In fact, for C < 16 it has been shown that the quasi-

linear model specifies fairly accurately the performance
of a phase-locked loop. As before, the "fixed" loop, when

preceded by an AGC amplifier, outperforms the "fixed"

loop preceded by a bandpass limiter.

Comparing Fig. 5 with Fig. 7_ the linear system thresh-
old characteristic is slightly lower than that of the non-

linear receiver. These results should prove beneficial to

engineers faced with the problem of designing second-

order, phase-locked loop frequency demodulators.

3. Performance of a Class of Coherent

Detectors, w. c. Lindsey

a. Introduction. In Ref. 22, we derived (in considerable

generality) the output statistics of a coherent receiver
which combines nonlinear functions of M samples taken

from the output of both a set of matched filters and

follow-up envelope detectors (Fig. 8). This receiver

coalesces the two types of reception (commonly referred
to as coherent and noncoherent) as extreme cases. For

scatter-like channels the receiver operates on the envelope

of the observed data, and the reception is usually termed

noncoherent reception. For channels which do not scatter
the transmitted waveform, the receiver operates coher-

ently, while for the class of channels which lie some-

where between (the so-called '_scatter-specular" channels)

the receiver operates as a partially coherent detector.

It is interesting to note that the structure for the partially

coherent receiver is also optimum (with minor changes

in the weighting of the output samples) for a problem
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Fig. 7. Performance characteristics for the quosi-linear demodulator
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considerably different from that considered here. Neglect-

ing the detailed resemblances, it is sufficient to say that

this optimum receiver structure arises when a coherent

tracking device (known as a first-order, phase-locked

loop) is used at the receiver for providing the receiver

with a replica of the transmitted carrier.

Here we present the performance characteristics for

the receiver of Fig. 8 and compare these with those

of an easier implemented suboptimum square-law com-

biner. This receiver is in operation when switches $2

and $3 are open (Fig. 8). The results may be used as

a guide when it comes to the engineering design of

receivers and serve to point out the increase in system

reliability obtained by inserting redundancy into the

system.

Finally, the results may be applied to the following

special problem. Suppose one desires the probability

with which a command detector located in a spacecraft

receives the wrong command upon approaching a cer-

tain planet. The waveform which the command detector

processes is composed of a direct-wave from the Earth-

based transmitter and multiple reflections from the

planet. The strength of these reflections depends on the

reflectivity of the planetary surface, while the phase shift

depends on the round-trip distance from the spacecraft

to the oncoming planet, and the spacecraft antenna de-

sign. The model presumed depicts this situation in that
the direct-wave from the Earth-based transmitter is of

fixed strength while the planet serves as a Rayleigh-
scatterer of the direct wave, We treat this problem, as a

special case, i.e., M = 1.

b. Results and conclusions. We briefly restate the prob-

lem. One of a finite set of known equiprobable signals
{_k(t), k=l,2,''',N} of limited time duration is

transmitted through a random multichannel C resulting

in a waveform of _ (t) that is further corrupted by addi-

tive white Gaussian noi._e v (t) of single-sided spectral

density No w/cps before being available as a waveform

_(t) to the receiver. The optimum receiver (in the

Woodward sense) computes the set of a posteriori proba-

bilities {p(_k¢)}. We specify the probability that the

receiver errs in making its decision, and compare the
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Fig. 8. Detection system
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results with a more easily implemented, suboptimum
receiver.

The strength and phase shift of each channel are con-

sidered random and are postulated to obey the "Rice"

probability density. Physical justification for the use of

this distribution is given elsewhere (Ref. 23); briefly, it is

sufficient to describe the fading phenomenon as being

composed of a specular component of fixed strength a,

phase shift a, and a scatter-component with Rayleigh-

distributed amplitude of mean-squared value 2a 2, com-

pletely random phase. A parameter of importance in the

final results is 2_ 7 -- a/_. For _, --- 0, the channel fading

is Rayleigh, for 7 > 0 the fading becomes approximately

Gaussian; whereas for 3' = o0 there exists no fading.

Hence, the fading model is sufficiently general to include

several types of propagation media.

Assuming that the receiver knows a priori or as a

result of measurement a, a, No, a, and on the basis of

the preceding hypotheses, it may be shown (Ref. 24)

that the ideal receiver conjectures that the transmitted

signal was the one for which

2No(1 +/3) (1)

is the largest. In Eq. (1), fl -- 2a2E/No and E is the com-

mon signal energy; /3 is thus a measure of the received

signal-to-noise ratio. The operations which the receiver

must perform on the received data _ are expressed by
the complex p's in Eq. (2), namely,

T
pink ---- _* (t) & (t) dt (2)

Physically, the p's may be computed by cross-correlation

techniques and p is twice the envelope of the physical
cross-correlation function.
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Under the foregoing assumption it is possible to show

that the probability of correct reception is given by the

rather general result (Ref. 22)

fo ° r I'(_+B)',_w -IN-i° p(Y)aYj (3)

where the variables W and Y are non-central chi-squared

variates of 2M- 2 degrees of freedom (Ref. 25) and

possess non-centrality parameters Xr and )tw

Xw = (1 + fl)_ Xr; Xv =/2[__z_ -_ \y_|_ (4)
\ /_ m=l - !

(See Ref. 22.) Several interesting system performance

characteristics may be deduced from Eq. (4), e.g., sys-

tems which transmit orthogonal codes through random

and specular channels, etc. For the binary case (i.e.,

N = 2), it may be shown, using a result of Price (Ref. 25),

that the error probability is given by

PE(M) = Q(_t'e) -- exp -- [ _= + e= ]2

× _ to(_,_) + (r - r-l) _ c_Im (_,_)
m=l

(5)

where Q (/z, e) is the well-known, tabulated Marcum

Q-function, Im (z) is the modified Bessel function,

M-1

cm= Z (r+r-1) -2j-1 (6)
J=m+6m0

and r = (1 + fl)_, t_= Xy [(1 + rZ)_] -1, e = rXw [1 + r0] -1

Eq. (5) is valid for M > 2, t_:/:0, e:ze0, and 8 is the
Kronecker delta function. For M = 1, C,, is zero for all

m, and w obtain a well-known Turin result.

Eq. (5) has been evaluated for equal-strength fixed

components and plotted in Fig. 9 versus total average

received signal-to-noise ratio for _,2= 2 (typical for spread

F-echoes) and various values of M. For comparison pur-

poses we present results for a more easily implemented

noncoherent receiver which utilizes only the squared

envelope detector outputs (Ref. 23). This receiver has

the distinct advantage of obviating the need for measur-

ing thc channel parameters a, 8, a ........... _ ...... _,

the system implementation problem is not as complex. In

fact, if all specular components are zero and the expected

power received from each channel is the same, the opti-

mum combination rule for the M samples is square-law

envelope detection (Ref. 24).

IO O

iO -I

- - _,'_._-, . 7,2=2

__ .----. :_<.-._ -,.

,SX ,*
10-2 [ I I\\ \ _k\_ k _.

I \\ \ \_\\1._;

M =4 \i_t'__ _,

9

,°i
1(_4 . t

DETECTION

--_ NONCOHERENT

DETECTION \/_o-_ [ I I I
O.I I IO

(_+7 ,z) /_

Fig. 9. Error probability versus overage
received signal-to-noise ratio

• \_\x "\ ", _'. 'N ]

.\k I_/_

\\k

IOO

From the foregoing analysis and graphical results, the

following conclusions are evidenced. As expected, multi-

channel reception increases the reliability of communi-

cating through a noisy-fading medium. Improvement is

quite noticeable for values of M up to about 3; thereafter,

improvement is not as drastic. As the channel noise

N0-> _¢ or fl---> 0, the receiver operates as if there were

no scatter components and almost all of the information

is conveyed to the receiver via the specular components.

For small r, the error probability approaches that of
coherent reception in the face of white Gaussian noise.

t • informationFor !arge fi, i.e., scatter channels, most o,_,he

is conveyed to the receiver via the specular components,

and the error probability approaches that of noncoherent

square-law envelope detection. Thus, the error rate

changes from that obtained when coherent reception is

used and the channel is purely specular to that obtained
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when the channel is purely random and noncoherent

square-law reception is used.

If, in designing a particular system, where y2= 2,

requirements were such that the bit-error probability

must remain less than 10 -3 (as is the case for most telem-

etry and command systems), the curves of Fig. 8 lead

one to the practical conclusion that a system, which is to

operate through a channel containing specular and ran-

dom components, will be essentially optimum if it is

designed to use square-law detection exclusively.

4. Phase-Locked Synchronization With

Sinusoidal Signals, s.s.Stiffler

a. Introduction. The synchronization problem in a

communication system, in essence, involves the estab-
lishment of coherence between the transmitter and re-

ceiver clocks. In general, not only may the clocks not

simultaneously record the same time instant, but they

may actually be running at different rates. It is necessary
to determine at the receiver both the rate and the time

instant of the transmitter clock. Since these two quantities

translate themselves into the frequency and phase, respec-

tively, of a periodic time function, one synchronization
scheme is to transmit such a function and to track it at

the receiver with a phase-locked loop. Because of the

possible frequency discrepancy between the two clocks,

a second-order loop immediately suggests itself (Ref. 26).

This summary considers some of the problems encoun-

tered when the periodic function is a sinusoid and a

second-order loop is used at the receiver.

In Part b of this article, it is shown that the timing

error in seconds is inversely proportional to the two-

thirds power of the frequency of the sinusoid and that,

consequently, the largest possible frequency should be
used. It is observed, however, that the time ambiguity

increases as the frequency increases, a factor which im-

mediately places an upper bound on the frequency of

the sinusoid. Because of this trade-off between ambiguity

and accuracy, it is of interest to consider a multiple-loop

scheme in which low-frequency sinusoids are transmitted

to eliminate any ambiguities, and higher frequencies

simultaneously transmitted to increase the accuracy. This

method is investigated in Part c.

It might be supposed that an arbitrarily high accuracy

could be obtained by using more and more sinusoids of

higher and higher frequencies, each frequency enough

higher than the previous so as to increase the tracking

accuracy without introducing any new ambiguities. It is

shown, however, that if the total available power is con-

strained, the number of sinusoids which can profitably

be used in this manner is sharply limited. This is because

the total power must be divided among more and more

signals causing an increase in the tracking error of each,

and thereby counteracting the above-mentioned tendency

for the error to decrease through the use of higher

frequencies.

b. Tracking a single sinusoid. In this part of the article,

a second-order loop is to be used to track a sinusoid.

Suppose the transmitter frequency is focps, but that

the transmitter and receiver clocks are running at differ-

ent rates. If during r sec transmitter time, during which
for cycles have been transmitted, the apparent elaps.ed

time at the receiver is rr sec, the received frequency is
for/rr = f0/r cps. Thus, the difference in the two fre-

quencies is

(,1)txf = f0 ---7-- cps (1)

and, for a given discrepancy in the clock rates, is directly

proportional to the transmitter frequency fo. (One of the

causes of such a phenomenon might be a doppler shift
due to the relative motion of the transmitter and the

receiver.) If the maximum value of r, and hence the

maximum frequency transient, is specified together with

the signal-to-noise ratio, only two parameters remain to

be chosen: the frequency f0 of the transmitter sinusoid

and the loop bandwidth. Some observations relevant to
this selection follow.

It will be supposed that it is important that the loop

does not temporarily lose lock. In certain rather special

situations, this may not be so important but, in general,

loss of lock even temporarily, will mean the introduction

of possible synchronization errors which are not easily

eliminated. Thus, it is required that neither the rms error

due to noise nor the transient error approach the value

_r/2 tad. The standard deviation of the error due to the
noise is well known to be

_, = (p_)_B_ rad (2)

where Pc is the carrier power, No the noise spectral

density, and BL the loop bandwidth. The transient error

e (t) at any given instant due to a frequency step tx,_ at

time t = 0 can also be readily determined:

e(t) = 2_ri J-ioo [1 - Y(s)]--_-e'tds = B-_2_

>( e -Bot/z_ sin 2_ t, t _ 0 (3)
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where

2_ Bo s + B_

Y(s)= s_+2_Bos+Bo 2

is the loop transfer function and

4(2) 
Bo---- 3 " BL

__ ( 2_XA_Ao )_(No) _i

is proportional to the noise bandwidth Bz of the loop

(Ref. 26). The maximum transient error evidently occurs

at time t= =(2)_/4Bo and is em_ = (_,,/Bo)e -_/" rad.

Consequently, one condition which must be satisfied
is that

=

e,_ + k_. < -_- (4)

where k is chosen so that the probability that the instan-

taneous error exceed =/2 rad at any given time is satis-

factorily small. If Gaussian statistics and complete

linearity are assumed, the probability of loss of lock at
the instant of maximum transient error is just Pr (loss of

lock) = % (1 - err k). The optimum value of BL can be

determined by differentiating the expression

/ N0\_

3a_ e-"" + k _--_ ) By (5)e,,_ + k_, = 4 (2)_ B,.

with respect to B,_ and equating the result to zero, yield-

ing the condition that:

I 3e_./, L 1 _B_ = 2 (2)_ k (No/Pe)_ (A(_)_ = k, (A,0_ (6)

The frequency step is, of course, proportional to the

signal frequency o_.

So far as synchronization is concerned, it is not the

error in radians that is significant, but the error in seconds.
Since

and

--see

_o e -T/4
sec (7)

e,.,_ - 4 (2)_ BL_

both errors are proportional to

_,_ 1
~ (8)

(o to_

Consequently, it is advantageous to use the maximum

practical frequency subject to the condition that the error,

in radians, is bounded by =/2:

3 r 3e-_/4 No / r - 1 \

= ) < T

where r designates the ratio of the two clock rates.

(9)

The disadvantage of this approach is readily apparent.

As the frequency is increased beyond the reciprocal of

the period of ambiguity T, _ > 2=/T, there is more than

one position at which the loop may lock. In other words,

referring to Fig. 10(a), it is seen that there is only one

stable lock-in position each period. (The other zero cross-

ing is an unstable position since the operation of the loop

is to shift the phase of the VCO in the direction indi-

cated by the arrows.) But in Fig. 10(b), there are a num-

ber of lock-in positions in each period, resulting in an

ambiguity which must somehow be resolved.

(o) _ <_z ,r/r

sin _!

/

STABLE NULL

I

I

I
I
i_ T _J

(b) w > 27r/T

sin wt __

UUUUU 

F"

Fig. 10. Lock-in points in time T: (a) _ _ 2_/T

and (b) _ > 2=/T
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c. Multiple loop systems. This trade-off between accu-

racy and ambiguity suggests another approach to the

synchronization problem. Instead of a single sinusoid,
the waveform

)t (t) = _ a, cos _,t (10)
i:l

is used where 2rrfiol = T, the period of uncertainty. The

receiver consists of m phase-locked loops, one centered

at each of the frequencies (0i. The first loop centered

at (o, then provides an unambiguous, though somewhat

crude, reference. The following loops successively refine

this synchronization estimate. It would be supposed that

the error of the estimate would be less than that using

a single loop alone, since the higher frequency loops

provide greater accuracy at the same signal-to-noise ratio.

The accuracy attainable with multiple loop systems will
be the subject of this part of this article.

It was shown in Part b that, when the bandwidth was

optimally chosen, the parameter

em_ + = -_-\--ff_--]
(11)

This parameter is related to the probability of loss of

lock. (Note that the linear approximation to the phase-
locked loop, on which this analysis has been based, ceases

to be acceptable as the loop approaches loss of lock.

Nevertheless, if the system parameters are such that

e,,a_ + k _, < < 7r/2, it is clear that the linear approxi-

mation is valid, and that the probability of loss-of-lock

is directly related to the value of k.)

Suppose that the ith loop is operating so that

(e,,_ + k_,,), = _ (12)

for some satisfactorily large value of k. Then, clearly,

the center frequency _i+1 of the (i + 1) st loop can be as

great as kio, i without introducing any ambiguity. Further,

as long as k and ki are large enough, the probability of

loss of lock in the ith loop is negligibly small and the

tracking error is essentially that of the (i + 1) st loop. Let

where the terms are as defined in Part b. Then, from

Eqs. (9) and (12),

K \ Pi jl ki '

where P_ = a_/2 is the signal power at the ith loop, and

(13)

If m such loops are used, each related to the previous

in this way, then the over-all error is given by

em= (em_ + k¢n),_ r \P,_/

rr 1

K P_ (0_ see
m m

1

rad

KP_ [KPm_I]_[KP__:](_) _

1
X

(14)

Since K is determined by the physical parameters of the

problem, and since _, = 2_r/T is fixed by the period of

the ambiguity, the only parameters which can be varied

are the terms Pi. It is desired to allocate the power such

that the error [Eq. (14)], is minimized subject, of course,

to the restriction that the total power is limited:

Pi = P_ (15)
i=l

This optimum power allocation can therefore be deter-

mined by equating to zero the derivatives with respect
to P_ of the expression

_-1 m-1

II [P__, ]<_" + A _ Pm-i (16)
i=0 i=0

This establishes the condition for an extremum (which

is clearly a maximum) that

t m-x /½Pro-, = -- (1/),)1/3(2/3) _ I-[ [P__i] (_'' (17)
i=0

But

I m-1 }_

p_ (%), I_-I
m-, -- H [ m_i]

_=o 3A _=o

(18)
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and hence

[--_r_[P__,]_'] _ [ 1--(2/3)_ ],=0 5; -- 1 - (2/3)-/2 ec

Consequently, the optimum power division is that in
which

Pv--[ ?-_--(_2] (2/3)("-")/2 Pc (19)

and the ratio of the center frequency of th_ (!, 4- !) st lnnn
to that of the vth loop may be written, after some

manipulation,

___[ 1-_ (2/3)_ ,7_kv= i - (2/3)_/2_I

where

3e -_/4 _xo,v .-l _

JB_= 2 (2)_k(No _

2 Pc V
/ ' k \ Non_/

(20)

would be the optimum bandwidth of vth loop if all the

power were used at that frequency only. The m-loop
error, in seconds, becomes

e m - _ [3/2].-_ ,m+.)._[ 1- (2/3)-J_1 --,_,'_

x F k/=
L(e_/Non.)__l (21)

and decreases as m increases so long as

em

1> m
era- 1

or

k\ NOB1] _--f(m) - = [i -- (2/3)_1_

t [ 1 -- (2/3)m/z] [(3/2)m-_ _ (2/3)] _.X
([1 (2/3) (m-_)/2] [(3/2) m-' - 1]]

(22)

The expression on the right f (m) is plotted as a function

of m in Fig. 11. It is noted that f(m) increases very
rapidly with m. Note that

(e_ = (23)V 1__
NoBL] a,

where a_ is the phase variance when only one loop is

used at the same signal-to-noise ratio. Typically, this

10 5

6

4

2

104

6

4

2

i03

6

4

2

102

6

4

2

i0 I

6

4

2

i0 o
0

/

/
/

5 I0 15 20 25

Fig. 11. f(m) versus m [see Eq. (22)]

might be on the order of rr/40 rad; and with k -- 5, for

example, this requires f(m)'_8/= or m_7 and the

error [Eq. (21)] is reduced from T/80 to T/776, or by
a factor of nearly 10.

The results of this part of this article-appear to be

limited to the assumptions concerning the type of loop
compensation required. Specifically, it was assumed that

second-order loops were used, optimized so as to keep

the transient error within bounds while minimizing the

phase variance due to the noise. But, in general, it may
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be said that the contribution to the phase error due to

the additive noise will be proportional to BL_/o, sec, while

that due to the phase jitter at the source will be pro-

portional to 1/BL sec. (Consider, for example, the respec-

tive errors when the loop is optimized to compensate for

a random frequency jitter of the source.) Consequently,

a trade-off between the two types of error does occur
and a condition not unlike that obtained here will limit

the number of loops which should be used. The param-

eter k, in fact, provides a useful weighting between the

two types of error.

It is dubious that a multiple loop synchronization

scheme would be practical in most communication

situations. The slight advantage would generally be

counteracted by the additional complexity of equipment

necessary to lock onto several sinusoids as well as to
combine the information from the different loops. In

many systems it is necessary to use several loops, one

for carrier synchronization, perhaps another for subcar-

rier synchronization, and even a third for symbol or bit

synchronization. Nevertheless, the difference between

frequencies will generally be so great that the knowl-

edge of one type of synchronization cannot effectively
be used to estimate or to improve the estimate of the

others.

It is interesting to note that what has been said con-

cerning synchronization is also applicable to ranging,

since the two problems can both be solved by the accu-

rate determination of the phase of a received signal.

Ranging systems, in fact, have been designed which do

use this technique for improving the range accuracy.

5. Optimization of Radar-Radiomefric Cycle,
R. C. Titsworth

a. Introduction. This article investigates the radar-

radiometric cycle used in lunar and planetary radar sys-

tems, with a view of optimizing the cycle parameters so

that the maximum possible signal-to-noise ratio occurs

at the output. In particular, it is found that the "receive

S + N" portion of the cycle should be shorter than the

"receive N" portion.

b. The radar.radiometdc cgcle. Consider the general

cycle shown in Fig. 12. The transmitter is on for a time a,
the receiver recovers for a time r, noise is received for

a time b, signal plus noise for a time a, and noise again
for a time c. We normalize time so that the cycle is

based on a round-trip time of one unit.

We should point out that the cycle need not neces-

sarily look exactly like that in Fig. 12. For example,

transmission may be distributed in any fashion desired

on (0, 1), but the total transmission time is a, and the

total recovery time is r.

The detector output we shall assume is

D (t) =
n(t) 1-b<t<l
t_+n(t) l<t<l+a

n(t) 1 +a<t< i + a+ c

where t_ is some mean value we wish to estimate, and

n (t) is some noise term. The detector output is averaged
over three intervals:

¢flA1 -- D (t) dt = nl
-b

1 fl÷=A2 = _ D (t) (It = t_ + n2
aJl

1 F+a+_
a3 = cA+= (t) dt = m

a • b a c

TRANSMIT
RECOVER

AND IDLE

RECEIVE

NOISE

RECEIVE
SIGNAL PLUS

NOISE I RECEIVENOISE

o o+r I I+ o

TRANSMIT

I + O.i-c

ONE CYCLE TIME
d

Fig. 12. Radar-radiometric cycle
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The noise variances are, for any detector, approximated

by (Ref. 27)

K

vat 111 = y

K'
var n_ =

a

K
var 11a =

c

K and K' are slightly different due to the presence of

signal in the detector, for that case. The estimate of _ is

= klA1 + k2A2 + ksAs

We choose ki to make/_ unbiased and minimal variance.

In order to simplify things, we shall assume weak signal

conditions so that K _ K' and E (ni) = E (n,). Then for

to be unbiased

k2 = 1

k = k, = - (1 + ks)

and for _ to be minimum variance by adjustment of k,

b
k-

b+e

so that the minimum variance of _ is

+ 1

If several cycles are considered, say N, the variance is

a2/N. Thus, in a time T = N" (cycle length), the squared-
mean-to-variance ratio is

I_2T

K(l +a+c)

1

(1 ,)+ -g--4-d

This is clearly monotone increasing in b, so b should be

made as large as possible, b = 1 - a - r, where r is the

minimum receiver recovery time. Then

t_2Ta (1 -- a -- r + c)

K(1 + a + c) (1 - r + c)

We wish to choose a and c to maximize this ratio. For

convenience, set

XK

P p.2 T

a(l +c--r--d)

(1 + c + a) (1 + c -- r)

If _p/_a = 0, we have the condition

(1 + c)' - r(1 + c) -- 2a(1+ c) - a' = 0

On the other hand, if_p/OC = O, we have

-- (1 + c) 2 + 2r(1 + c) + 2a(1 + c) + a_ -- ar-- _'_= 0

Hence, the point at which both derivatives vanish is

r(1 +c) - ar - r 2 = 0

The cases of interest involve r > 0, so the zero slope

point satisfies

r+a-c=l

But c is positive, and a + r < 1, so this last equation does
not have a solution as far as we are concerned. The con-

clusion here is that the maximum value of p must appear

for values of a and c along the boundary.

The bounds on a are 0 L a _ 1- r, and clearly the

maximum is at the value a = 1 - r, rather than a = O.

With this value of a, there is a value of c which gives

the maximum p, namely that positive value which satisfies

(1 + c) z- 2(1 + c) - 1 + 3r- r2 =4)

This value is

c = [(1 - r)(2 - r)]_

and, for a = 1 - r, the value of p is

(1 -- r) c

O= (2-r + c)(1-r + c)

c. The standard cycle. The common radar-radiometer

cycle now in use uses the parameter values

1
a=b:c=r=_

2
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This gives the value oo for the "standard" cycle

1

p0 =--_-

_=
d. Comparison of the optimum and standard cycles.

Let us define ¢ = o/0o as the cycle enhancement ratio, or

= 8p

The maximum enhancement occurs for r = 0, and this is

2_ _.2
¢,.a_ = 8" [2 +(2)_1 [1 + (2)_]

= 1.4 db
-)- I.O

E
The value of c for which ¢ = 1 is o

t.)

t_

1(_ ) __ 0.8c= --6r z
t.tJ

tlJ
¢,.)
Z

or a value of r, since c is a function of r, of =a 06
Z
hi

Ld
..J

3 (96 17_r- 4 32] u 04

= 0.574

e. Conclusion. The optimum cycle parameters a, b, c,
and r are related as follows:

a=l-r

b--0

c : [(1 - r) (2 - r)]_

The cycle is shown in Fig. 13. For any value of r set

by the receiver, the enhancement of the optimum over

the standard cycle is

8 (1 -- r) [(1 -- r) (2 -- r)]_

{2 -- r + [(1 -- r)(2 -- r)]_} {(1 -- 4) + [(1 -- r)(2 -- r)]s}

1.4

0.2

0
0

¢,--r = 0.574

0.2 0.4 0.6 0.8

MINIMUM RECEIVER RECOVERY TIME, •

Fig. 14. Enhancement factor of optimized cycle,
as a function of receiver recovery time

1.0

I
o

I-r r I--r

TRANSMIT

MINIMUM

RECOVERY

TIME RECEIVE SIGNAL IPLUS NOISE

2--rI--r I

I

RECEIVE NOISE ONLY I
I

I_
ONE CYCLE TIME,

Fig. |3. Optimum radar-radiometric cycle
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This function, shown in Fig. 14, is the ratio of the

variance of the standard-cycle-estimator to the variance

of the optimum-cycle-estimator. The figure shows 1.4-db

improvement in the estimate at r = 0 and a break-even
at r = 0.574.

6. Conditional Frequency Uncertainty in

Spacecraft Acquisition, E.A. Yerman

a. Summary. Assuming that the transmission frequency

of a signal from a spacecraft is known, uncertainties in

the spacecraft's velocity and position make it necessary

to search in both frequency and angle in order to acquire

the signal. This frequency uncertainty is proportional to

the uncertainty in the radial component of spacecraft

velocity due to the doppler effect. The purpose of this

study has been to determine the effect on the uncertainty

in this velocity and on its nominal value when the antenna

look angles are used to condition the radial component

of velocity. The results indicate that the length of the

frequency uncertainty interval, at injection, can be re-

duced by a factor of about two for a representative tra-

jectory. Furthermore, the conditional mean of the radial

velocity can be expressed as a linear combination of the

values of the look angles. The conditional means of the

remaining three unconditional variables are also linear

combinations of the values of the look angles.

b. Introduction. Consider the model for obtaining the

standard error in the radial component of spacecraft

velocity at injection by transforming the assumed multi-

normal error distribution in the geocentric coordinates.

These coordinates are 8x, 8r, 8v, 8r, 8z, 8_, where x is

the great circle distance traversed in the thrust plane,

r is the radial distance in the thrust plane, v is the mag-

nitude of the thrust plane velocity, r is the angle between

the thrust plane velocity vector and the local horizon,

z is crossrange distance measured in the appropriate

direction, and _ is crossrange velocity (Ref. 28). The

error distribution is transformed to the corresponding

multinormal error distribution in station-centered spheri-
cal coordinates. This method is an alternate to the method

of Ref. 28, and gives additional information. The advan-

tage of using spherical coordinates is that the resultant

shift in the expected value of t;, due to conditioning,
can be determined as well as the decrease in standard

deviation of I;. In this new coordinate system, p is the

radial distance of the spacecraft while 0, @ are the look

angles (Fig. 15). The remaining three coordinates are

the components of spacecraft velocity along the unit

orthogonal vectors ep, e0, e,, respectively. Other param-

eters of interest in Fig. 15 are the distance from the

Z-AZIS

/ 'o / j SATELLITE AT

/ /_ / INJECTION-/

I ./!
/ \"-_ / _-PROJECTION OF /
/ _\ # \SATELLITE ONTO [

\ _ _ VHRUST PLANE /
\ _ ."_. \/ /

DSIF SITE--" _/P/ /NOMINAL SATELLITE

AT INJECTION
THE ANGLE 0

Fig. 15. Station centered spherical

coordinates (p, 8, @)

tracking station to the projection of the spacecraft onto

the nominal thrust plane, rd (the thrust plane of an orbit

is the plane in which the orbital motion takes place);

the radius of the Earth, r0; the distance from the center

of the Earth to the projection of the spacecraft onto the

thrust plane, r; the perpendicular distance from the space-
craft's position to the thrust plane, z; the great circle

distance traversed in the thrust plane, x; and, finally,

the distance from the spacecraft to the receiving antenna

site zenith in the plane orthogonal to the zenith that

passes through the spacecraft's position and its projec-

tion, a. By virtue of this transformation, it will then be

possible to obtain the resultant conditional uncertainty

in frequency (the conditional standard deviation of 8_),

as well as the conditional mean frequency, directly from
the conditional multinormal error distribution in the

coordinates 8p, 8_, _ (p0 sin@), 8 (p@), when knowledge

of O, @ is used at an arbitrary time. (Once the multinormal

error distribution in station-centered spherical coordi-

nates is determined at injection, then the multinormal

error distributions corresponding to arbitrary post-

injection times can be obtained by mapping ahead in

spherical coordinates by means of linear transformations.)

c. Determination of transformation. We now proceed

to the determination of the transformation matrix, D, by
which an error vector 8Z r = (Sx, 8r, 8v, 8r, 8z, 8_) can be

transformed into an error vector 8S r = (Sp, 8#, 8@, 81;,

(p_ sin @), _ (p@)) at injection, i.e., {iS = D [iZ.
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In Ref. 28, the following transformations were obtained:

o Ir2 + r_- 2fro cos(100 ° r_-) + z_]_

Z
O = sin -x

[z2 + r_ sin2 (100° -- _o)]_

[ ( oX)?z 2 + r2 sin 2 100 ° -- -_-

----sin-a
P

[r_:- ro_:COS(100 ° --_oo)--_x sin(100 ° -_o)+ z_
_- ,

o

[r sin(lO0° -- _-o ) ]

z[z_ + r_sin2 (100 o ---_-o)- rz_ / o x"_ro sin 2_ 100 -- _-o )]

z2 + rZ sin2 ( 100° -- -_-0)

zzq-rr sin2 (100 ° -- r-_-) -- r2_ / x_s_ooo-70)

[z2+ rZ sinZ (100 ° -- r_-/] _

_[ z2 + r2sin2( 100° --_-o)]_[ z_+ r_- r°_c°s( 100° ---_-0 )- r_sin ( 100° -- -_o)]

p2

Since the time derivations _, _, _ are functions of x, r, _c,

_:, z, _, and the Z coordinate system uses the variables

x, r, v, T, Z, _, it is necessary to find _ and _ as functions

of v and r. By Fig. 16, it is seen that

= v sin r,

_ rot_ COS m-

r

Hence,

[ ( x)] (x)(vsinz) r-roCOS 100 °-7o --rovcosrsin 100 °-_o +z_

o x, 1 _x)l1[z_ +rvsinrsin _100 ----_oo)---_rvCOsrsin2(lO0O _ .

z2 + r2sin2 ( 100° --r_-) I
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  o 0ooo
ro cos• -

x

[ ( ") ( ( ")]"z_ + rv sin T -- roY sin • cos 100 ° -- _ -- roy cos • sin 100 ° -- z' + rZ sin s 100° -- _-o

p2

f LAUNCH PAD

\ '\ / /"
///LOCAL HORIZON

/T_/ _- INJECTION POINT

Fig. 16. The quantities V and r in the thrust plane

d. The new covariance matrix. The transformation

matrix, D, which is a linear approximation to the exact

transformation for small displacements, can now be com-

puted and is given in Fig. 17 for the example trajectory
considered in Ref. 28. If the covariance matrix of the

Z-error coordinates at injection is V, then the covariance

matrix of S-error coordinates at that time can be readily
shown to be

V = DVD r.

This matrix is given in Fig. 18 for the representative

case considered. The variance of St; is seen to be

1.23 X 10 -3 kmz/sec 2.

e. The covariance matrix and the regression line. The
4 X 4 covariance matrix B for the random variables

8p, St;, 8 (p0 sin @), 8 (p_) is given in Fig. 19 for the pre-

injection trajectory in question. It is obtained from V

by assuming that 0---0o and _b--_bo at injection. This
new covariance matrix defines a conditional multinormal

distribution in the variables p, I;, P0 sin _b, p_,. The variance

of St; is seen to be 3.80 X 10-4km2/sec 2. This means that

the reduction, due to conditioning, in the square root

of the variance of 81; is by a factor of

35.14 m/see
- 1.8.

19.51 m/see

This ratio is in agreement with the results obtained by
a somewhat different method considered in Ref. 28. In

addition, the numerical values of velocity are very near

those previously obtained (a decimal point was mis-

placed in the above-cited reference).

An explanation will now be given of how the condi-

tional covariance matrix B and the regression lines are
obtained. The multivariate normal distribution has a

density given by

i(x,, x,, • • •, x,) =

(1_ k/2 [ 1 _2_-1 (l_'_l)_exp--_-,,_=, _J (x, - &)(xj - _j)],

where the matrix (_*i) is positive definite, the covariance

matrix of the distribution is (_j)= (Mi) -', "and the _i

represent the means of the random variables Xi. The

conditional density function

i (X,, X_, " " " , X,. I X,.+,, • • • , Xk)

defines a multivariate normal distribution in the variables

X_ (a = 1, 2, • • • , r) with mean values given by & + m_
where

m(_

k

(Tab _bp __

b=l p=f'+l

and the covariance matrix of the conditional distribution

is equal to (_b) = (a_b)-i (Ref. 29, Chapt. 9). Hence, the
mean value of each unconditional variate, X_, is a linear
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_-- = -0.9827 D_e-P- 0.3123Dr

I Do=o D__e__e=o

= -- 0.0001 kin -1 D_ : 0.0003 kin -1

Dr

/ . _3--_-_= --0"0002 sec-' _t;
_-- = 0.0011 see -1

D(p0 sin q,)
D(p_ sin 4,) =0 0

= 0.4947 see -_ _ (o_) = 0.0009 see _
Dr

Dp 0 0-PC = 0
Dv Or

D0 D0
-- =0 -- =0
Dv Dr

D_, = 0 0_,_,= 0
Dv Dr

op_ D_

D(p0 sin 4) 0 (p0 sin d#)
0 0

_v Dr

-- = - 0.3503
0v Or

= 3.729 kin�see

--= -10.285km/sec

Fig. 17. The matrix D

_s

0_pp = Op0z 0 _ 0

DO DO

Dz- = 0.0003_n-' D_-= o

o-z = o o_-= o

o; D_
Oz = 0 O"_- = 0

D(p0 sin 6) 0.0029 see-' 0 (p0 sin q,) = 0.9999 see -x

Dz 0_ /
o(.q;) = o _ (p_)

Dz _ = 0

S 52 km_

ymmetric

0

9.49 X lff _

-2.31X10 'km 0.633km_/sec 0

0 0 1.14X10-'km/sec

3.86X10 -6 -5.60X10-skm/sec 0

1.23X 10-okrn_/sec _ 0

1.66X10-okIn_/see2

Fig. 18. The covariance matrix

8.60 X 10 -3 kin/see I

-- 0-259 :_/sec_/

62'7 km2/secZ /

192 km _

Symmetric

\
0.268 km2/sec 0 -- 86.7 km:/sec \

)3.80 × 10-' km:/see _ 0 -0.121 km=/sec _

2.79 × lO-'km_/sec _ 0

39.1 kmz/sec 2

Fig. 19. The conditional covariance matrix B

function of the fixed variates, Xv, and defines the regres-

sion lines. Using this regression, the receiver changes

the center frequency of the frequency search. Further

details are given in Sect. XIX-B-7 of this volume.

f. Example calculation. We consider the general ex-

pression for the conditional expected value of t; where

the unconditional expected values of 0, q,, and # are
denoted by 00, _o, and _o. From the results of Part e of

this article, the conditional expected value of I; is t;o + m4
where

m4 = -- X Y, _4babp (Xv -- G),
/=1,4,5,6 p=2,3

m4 _ D X (o- Oo)+ (q,- 4,o)],
b=1,4,5,6

m4 = -- (O -- 00) X _4b 0 "bz -- (qb -- ¢0) _ _'4b (r ha.

b=1,4,5,6 b=1,4,5, 6

Substituting in the required numerical values -(_)= V -_
and (G_) = B,

ra4 = -- (0 -- 00) {(2.6839807 X 10-x km2/sec)(0km -x)

+ (3.8047093 × 10-4 kmZ/sec 2) (0 sec/km)

+ (0 km2/sec _) (4.3215158 X 104 sec/km)

- (1.2098310 X 10 -x km2/sec 2) (0 sec/km)}

- (q, -- 4o) {(2.6839807 X 10 -_ km2/sec)

X (1.8265267 X 107 km -x)

+ (3.8047093 X 10 -4 km2/sec _)

X (6.4017175 X 10 r sec/km)

+ (0 km2/sec _) (0 sec/km)

- (1.2098310 X 10 -_ km_/sec _)

X (4.0722258 X 10 r sec/km)}

m4 = - (0 - 00) {0} - (q, - ,/,o) {0.01407 X 10 _km/sec}

m4 = - (q, - q,o) {14.07km/sec}.

This result indicates that the conditional expected value

of _, at injection, is independent of the conditioning

value of 0. This fact is predictable, since variations in

00---0 have second-order effect on the value of t; and

the analysis has been, rightly, to first order. Hence, it is

unnecessary to determine the value of the angle 0 when

calculating the new expected value of t; at injection times

because the resultant shift due to conditioning the look

angles O, q, is a function of the deviation (_ - q,o) alone.
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If it is assumed that the tracking equipment is looking

at the nominal injection point at the time of injection,

then _ = _o so that m4 -- 0 and the conditional expected

value of/5 is bo. In those cases when other positions are

to be considered at the time of injection, the value of
can be obtained from the antenna coordinate converter

and the new expected value of j; computed. Once this
has been done, the receiver frequency will be offset from

the conditioned mean frequency by a suitable amount,

and a frequency search initiated with fixed look angles.

(See Sect. XIX-B-7 for further analysis.)

Finally, let us consider the frequency search interval
for the unconditioned and the conditioned case. Assume

a two-way transponder S-band system with carrier at

2388 Mc. Let the q,-offset be one beamwidth of an

85-ft disk antenna, or 0.1 deg. This offset is 0.0017 in

radians. The change in I; due to conditioning is then
(0.0017) >( 14 km/sec, or about 24 m/sec. Since 1 m/sec

at two-way S-band corresponds to about 16 cps, the offset
is about 382 cycles.

More significant is the width of the frequency interval.

The unconditioned standard deviation of t; is 35 m/sec.

Assuming a 5_ search, as in Section XIX-B-7, the

width of the frequency interval is 2786 cps. Using con-

ditioning, the width is only 1/1.8 X 2786 eps --- 1548 cps.

Thus, not only does conditioning reduce search time, but
it also can allow for construction of narrower band re-

ceivers, and, hence, improved signal-to-noise ratio. Thus,

incorporated into receiver design, the conditioning will

result in still further savings in search time.

7. Frequency Uncertainty as a Function of

Offset from Nominal, E.A. Yermon

a. Introduction. The standard procedure now used to

acquire a signal from a spacecraft requires search in

angle and then a search in frequency. The frequency

search proceeds by sweeping the receiver VCO from the

low end across a predetermined frequency uncertainty

band. The sweep rate is determined by receiver param-
eters as the maximum constant rate at which lock can

be achieved with certainty when the receiver frequency

reaches the actual signal frequency. Thus, the search

time is a proportionality constant times the frequency
difference between the actual received frequency and

the lower end of the frequency uncertainty band. In

Sect. XIX-B-6, p. 215. and Ref. 30, it was shown that the

uncertainty in signal frequency is reduced and the nomi-

nal value of signal frequency shifted when knowledge

of the look angles at a given time is used. There was

an unconditional normal distribution whose mean may

be considered zero without loss of generality, and an

unconditional standard deviation a,,. Also present was

the conditional normal distribution of signal frequency,

conditioned by the look angles, with mean/_ and stand-

ard deviation ,,., with ITc< ITu. Given a required a priori

probability a of acquiring the signal frequency, one de-

termines the parameter k > 0 such that a symmetric

search interval of the form (-ka,, +ka,) is required in

the unconditioned case. A symmetric search interval of

the form (I'. - ktr_ _ + k_r_) is required for a priori proba-

bility a in the conditioned case. The purpose of this

article is to compare the expected values and variances

of the time to find the signal frequency, when using
the a priori unconditioned distribution, as a function

of the conditional mean t_ which is not being used. The

analysis also gives the probability of picking up the signal

frequency as a function of the offset in the nominal

value, /_, when using the a priori distribution instead

of the conditional distribution. The analysis makes use

of certain properties of the truncated normal distribution.

b. Moments of the truncated normal distribution. We
generalize the results given on pp. 247-248 of Ref. 31.

Consider a random variable Y that possesses a normal
distribution with mean m and standard deviation IT. This

implies that the random variable Z = Y- m/_ has the
distribution function

x(z) - (2_)_ e -t_/_ dt , (- _ < z < + oo).

Now, let W denote a random variable with truncated
normal distribution function

(___) (Wo-m)
q? - ¢b -

IT

F(w,= (q, .w, iT--m)__(w --m)'o_ (Wo<W<WO

and let

ai = E (W _) =
['_w_ d,_ ( w-m)_ .
J Wo IT

(w,--m) (w_-m.)
¢b - -- ¢_ -

IT IT

It follows that

_ = m + ,(M - X_)
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and

___= m= + _xl (Wo + m) - _x2 (wl + m) + _2

where

and

o,(wo:.)
o(W_:m)o(Wo:.)

_(.w,:m)_¢(.Wo:m)"

c. Expected values and variances of search times. The

results of Part b of this article are used throughout this

part. Let us assume the conditioned frequency random

variable X to be normally distributed with mean /_ and

standard deviation ae. We now proceed to the determi-

nation of the expected values and variances of the time

required to find the signal frequency when searching at

the constant sweep rate the intervals (-kau, + kau) and

(/z- k_re,/_ + kae) assuming that the spacecraft is actu-

ally present at the given look angles (Fig. 20). However,

this problem is equivalent to finding the expected value

and variance of the random variable X -t- k_ru with respect

to the conditional distribution function

C(x) =
o(_) o( _ _)

o(+_ _)o ).-k_- _ '
(Ire _ Ere

(-kin, < x < + k,,,,)

and computing the expected value and variance of the

random variable X-/_-t-kae whose distribution func-

tion is given by

H(x)= ¢ (-_-_ _) -- _I, (-k)

(k) - • (-k) ' (_ - k_c < x < _ + k_e).

Define

(_ _) / _ _)
(7"c O"c

_2 (_ou_) ( _u_)
(7"e (To

1.0

0.8

>-

0.6
.J

fib

OO
o 0.4
n.
n

0.2

NORMAL DENSITY (O, o"u)

NORMAL DENSITY (p., %)

f

/_ - k%

I I I
-ko b 0 +ko"u

I UNCONDITIONAL
SEARCH

I_ INTERVAL _l

CONDITIONAL
SEARCH
INTERVAL

p.+k%

/ \
/ \

/ \
/ \

Fig. 20. The intervals to be searched

X(FREQUENCY)
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and

¢' (-k)
rl = ¢ (k) - ¢ (-k) '

¢'(k)
rz = ¢ (k) - ¢ (- k) •

The following results are obtained: t denotes the event

that the satellite is present at the given look angles, and

P_ (t_) is the probability, given _, of finding the signal

when the offset is #, and the a priori distribution is used.

Note that the probability of finding the signal when the

conditional distribution of mean tt is used is always ex-

actly a for any/_. Also, P_ (tt) averaged with respect to/_

is exactly a by definition.

E(X + k_ult) = f_'(x + k_u)dC(x)

fk +k°u

x dG (x) + k_u,
(Tu

+ k_ + _c (xl - Xz),

f +ko'uv (x It) = x_dC (x)
J -ka.

- C_+ _c(x_- x_)p,

v(x + k¢_l_)= _z[1 - (Xx -- X,)_]

+¢_ [-_(X_ - x_)- k¢_(X_- X_)],

f lt + ko'cE (X -- t_ + ka_ It) = (x - tz + kac)dH (x)
J _-ko'c

f tt + kqv= x dH (x) - t_ + kay,
J la-kcYc

E (X -- i_ + kcr_ It) = g + cr_(3'_ - l'z) - Ix + kac = kac,

f ll + kqcV (X -- _ -_- k@ c It ) -7- V (X) = X2 dS (X) - _,

d bt-ko'c

v(x - _ + k-_lt) = _ [1 - t,(r_ + r_)].

In order to compare these expected search times and
the related variances, we define the ratios

F. (X + ka_ It) _ _ + ka_ + a_ (X_ - _2)

E (_) = E (X -- _ + k_ It) - k_c

and

v(x + k_ult).
v(_) = v(x - _ + k¢_lt) =

_ [1 - (x, - x_)_1+ [-_ (x, - x_)- k¢_(x, + x_)]
._ [1 - k (r_ + _)]

E (_) is a measure of the ldss (or gain) in the expected

time to acquire the signal frequency as a [unction of t_

if the interval (-k(r_, +kay) is searched rather than the

liltervai (/x 7.-_a_, t_ + k_j, ,,_,_, in ,,,:_ the signal fre-

quency is normally distributed (tt, ¢'_). Similarly, V (_) is
a measure of the relative size of the variances in these

search times. In Part d, sample calculations of E (_),

V (/_), and P_ (/x) are made for a representative case

(Ref. 30 and Sect• XIX-B-6).

d. Comparison _or a representative case. Assuming

that the prescribed probability a is 0.9999994, the sym-
metric search intervals of interest are (-5au, +5a_) and

(g - 5a_, g + 5a_), i.e., k = 5. Let a_/(rc = 2, as is typical

in Ref. 30 and Sect. XIX-B-6 of this volume. Substituting
these values we have

,I,' (-10---_-)

(I, 10-- /_ --o -10-- /_ '

o,( 0
x..= :_-c)(I,(10---_c) -(I,(-10 - _ '

¢'(5)
_-_ ¢(5)-¢(-5)'

and

(1.000015)[

e (.) = _ + 2 + X (xl - x_),

y(,) =

1 - (X_- X2)_-- 10(X_+ X:) -- ---_(X,a_ -- X:)].

E (,_) and V (g) are plotted in Figs. 21 and 22 for the

case under consideration where 0 _ tt < oo since similar

results would be obtained if the offset/_ were negative

(pp. 164--168 of Ref. 32; Refs. 33 and 34). E(/_) is

strictly monotone increasing as /x varies from zero to

infinity, due to the fact that the average loss in time due
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(,=5.=u/=<.2)
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Fig. 21. E (/d, the ratio of expected search times,
unconditioned to conditioned
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in search times
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Fig. 23. P_(#), the probability of finding the signal

using the unconditional distribution

18

to searching (-5_,, +5_,) instead of (/L- 5_c, it + 5_c)

under the assumption that the frequency has the con-

ditional normal distribution becomes greater with increas-

ing it. In fact, E (.it)--> + 2_,/_ as it--_ + _. Although

V (it) is strictly monotone decreasing with increasing it,

it is clear that V (it) is nearly one for 0 _ #--_ 7_. But

as it---) +oo V(_)---> 0. The reason is that as it recedes

from 0, the probability of finding the satellite in fre-

quency given _, approaches zero, with all probability
concentrated toward the left end.

The probability P_ (it) of picking up the true signal

frequency when searching the interval (-k_,, +k_,) if

the frequency is assumed to have the conditional normal

distribution is given, in general, by

[k_r=- it) _ [-kcr.- it)7

and, in the example,

P, (/.,,)= ,I>(10 - --_--) -- ¢>( - 10 - --_-)

P_ (it) is very close to one for 0 _ it _ 7(r_ and then drops

off very quickly so that P_ (it) is effectively zero for large

offsets in the conditional nominal value it (Fig. 23).

C. Information Processing
E. C. Posner and I. Eisenberger

1. Extreme-Value Statistics for Estimation of

Error Probabilities in Ranger Block III

Command Detector, e.c. Po,ne,

a. Summary. This article applies the statistical theory

of extreme values (Refs. 35 and 36) to the problem of

estimation of probability of error in the Ranger Com-

mand Detector _ and in other communication systems.

The method applies whenever errors are caused by large

(one-sided) fluctuations of a random quantity, such as

a voltage, for example. The basic idea is to use a short

stretch of fluctuation data to estimate how long it would

take for a random fluctuation to be so large as to cause

an error. The technique is to be used whenever one

must identify very low error probabilities and, in addi-

tion, the time or expense of taking sufficient data to

estimate these probabilities by the law of large num-

bers is prohibitive. A block diagram of a proposed testing

system is included.

b. Review of GumbeFs theory. E. J. Gumbel enunci-

ated his theory of extreme values in Refs. 35 and 36.
Since the applications to date have been in fields such

as civil engineering and actuarial science rather than

'John C. Ashlock, "An Introduction to the Ranger Command Sub-
system," private communication.
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in communication theory, a brief review of his theory
is in order.

Let zi, 1 _i _ n, be n independent samples from a

continuous distribution of exponential type on the left.

That is, the density function f (z) is less than a constant

times ekz, for some k>0, as z_-oo. For n large,

consider the minimum of the zs, call it Zm_n. Then the

distribution of x - -Zmo_ for n large is the so-called first

asymptotic (cumulative) distribution function

F (x) = exp (-exp (-or (x - u))),

where a, u are positive parameters (which depend on n,

but n is fixed; Ref. 36, Chapt. 5).

Now let x_, 1 _-- i _ N, be N independent samples from

this F. Let x(m),l_m_N, denote the x_ ordered by

x(_>_x,_)_ " " _x(N). Graph x,m) versus y =log(N+ l/m).

Then the N observations fall on the "Gumbel" line,

y = a (x- u). That is, x = u + (y/a), if x is large. For

then e -_(_-") is small, and exp (-exp (-a (x-u))) is ap-

proximately by 1 - e-_(_-% Here m/(N + 1) corresponds

to 1- F(x). And we have (1- F(x))_ e -_(_-_), which

explains the equation.

In this theory, a and u depend on the original unknown

f (z)z but these two parameters need not be determined
in advance. The parameters depend on f at large values

of z, rather than on any central values of f, as is reason-

able for a theory of extreme values.

c. Need for Gumbel line method. The Ranger Block III

Command Detector uses a frequency shift keyed (FSK)

input signal, but is essentially a "signal present" detection

system that uses a tuning fork filter for its frequency-

sensitive device. Any given bit is called a "1" bit if the

envelope of the voltage out of the filter goes above a

certain quantizing voltage at the time it is sampled; other-

wise the bit is called a "0" bit. The quantizing level

used at present in this detector is such that the proba-

bility of bit errors when transmitting a 'T' and when

transmitting a "0" are drastically different. In fact, in
practice, never has a "0" been transmitted and observed

to be received as a 'T'; any error that is made is always
a 'T' transmitted and received as a "0." Thus, the chan-

nel is a so-called binary asymmetric channel. A com-

panion article (Posner, Sect. XIX-A-3, p. 193 of this

volume) discusses this channel with relevance to the

Ranger Command Detector.

Specifications call for an error probability of less than

10 -5 at various temperatures and signal-to-noise condi-

tions. It is desired to test the detectors to see if they

meet this specification. In the first place, the fork filter

should be tested only by transmitting a 'T'; the error

probabilities obtained will be multiplied by _ to take
into account the fact that l's and O's are transmitted

with approximately equal likelihood. Also, although each

bit in actual operation lasts 1 sec, the mechanical prop-

erties of the fork are such that samples of voltage 0.1 sec

apart are independent. The tests will use 10 samples

per sec to take advantage of this fact by obtaining ten
times as much data.

Now, an event with probability less than 10 _5 is at

issue. The number of test conditions required is such

that to test each detector for, say, 250,000 symbols would

involve prohibitively much time. Each test would then

take about 7 hr, so that weeks would have to be used

to get a good estimate of the error probability at all the
various test conditions.

The Gumbel line method takes advantage of the physi-

eal nature of the low probability event whose probability

is to be estimated. Namely, the event is the event that a
certain numerical random variable exceed a certain value.

Extreme value theory is then applied to give an estimate

of the error probability.

d. Plan of use. At present, there are available on mag-

netic tape 5-min recordings of the output of the tuning

fork filter in the "signal present" condition, for a number

of conditions of temperature and signal-to-noise. This

corresponds to 10 )< 5 )< 60 = 3000 independent samples.

The plan is to take the 3000 samples, the z;, and break

them up into 30 blocks of 100 zi each. Thus, n = 100,

which should be large enough to have the asymptotic

theory work. The value of n can be increased if neces-

sary, but this reduces N = 3000/n. However, even for

N = 30 or even less, the Gumbel line gives good agree-

ment with theory in a wide variety of applications, as
Ref. 40 indicates.

The xj, 1Li_3000/100 = 30, are defined as the -zmi,

for the 30 blocks of 100 zj each. These xs are then ordered

into x_m,l_m_30, where X(m+_)'_X,m). Then x(,,) is

plotted on the vertical scale against log [(N+ 1)/m] on the

horizontal scale. A straight line is then fitted to these

30 points.

To estimate the error probability, the value Zc_it ob-

tained from the system parameters as the value of z below

which the detector outputs a 0, that is, at which an

error occurs, is indicated on the vertical axis, and a line
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-Zcr/t

x(1)

CRITICAL LINF

• //I

"z

LOG (N+I) LOG w61 LOG w -I

Fig. 24. The Gumbel line

drawn through -zcrlt parallel to the horizontal axis

(Fig. 24). This z,,r_t can be less than all the zj, 1 _/--_3000.

That is, -zcr_t can exceed all x_, 1 _ i _ 30. (In fact, the

advantage of the Gumbel method shows up best in such

situations.) The Gumbel line is extended, as usually will

be necessary, until it intersects the "critical line." The
value of the horizontal coordinate for that intersection

is determined.

This value yields the estimate 6`of the error probability

as follows. Let the intersection coordinate be log 1/w.

Then w is the estimate of the probability that the random
variable x exceed - z_rlt.

However, since n = 100 of the -z/s have the x_ as

their maximum, w is the probability that at least one out

of n independent zj is less than z_r_t. If e denotes the error

probability in the system, so that e/2 denotes the proba-
bility that a 1 is mistaken for a 0, then 1-w = (1- (e/2))".

For e small, then, we obtain 6'= 2w/n, the required
estimator.

A functional block diagram of a test system is shown

in Fig. 25. The system samples the incoming voltage from
the command decoder at 10 times per second and converts

this signal to a digital value. These zs are read sequentially

into a comparator which picks the smallest zs of the 30

by comparing each zj with the previous minimum zj.
If the now zj is less than the previous minimum, the

previous minimum is replaced with a new minimum.

Otherwise, the previous minimum stays. After 30 sam-

pies, the -zm_ = x_ is read into a buffer.

After all thirty of the xi are stored in a buffer,

the x_m) are computed by arranging the xi in decreasing
order in a sorter. An arithmetic unit then finds the line

of best fit, and computes the intersection of this line

with the critical line. In this way, w, and ultimately the
estimator _ of e is found. The actual Gumbel line data

is also outputted for visual checking purposes.

e. Confidence intervals. The estimate of the probability
obtained above is of little use without an estimate of

the reliability to be attached to such estimates. One

source of unreliability is the failure of the asymptotic

theory to hold exactly for n samples zj. This effect can
only be found experimentally. Even assuming the asymp-

totic theory to hold for 100 samples, as has been found

true in other disciplines, we still face the problem of
assigning a confidence to the estimator 9 of e.

This confidence interval shall be found by assigning

a confidence to the estimate of w, and translating the
confidence interval to _. What is wanted is a one-sided

confidence interval. That is, given a desired confidence

coefficient _, (dose to 1), find a Wo > w such that the

true value of w is less than w0 with probability 3'. Then

DETECTOR

TAPE INPUT
SAMPLER

ANALOG-TO-DIGITAL

CONVERTER

[_ BUFFER }-_ SORTER]'-_

-zml_

COMPARATOR

ARITHMETIC

UNIT

Fig. 25. Gumbel line error test system

_T X-Y PLOTTER

GUMBEL LINE

CONFIDENCE LINE

PUT
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the true e will be less than the corresponding e0 also

with the probability _/; e0 is naturally larger than the

estimate _. Thus, _ might be 10 -4, e0 might be 10 -3, for

a given _ such as 0.95. We then say that with probability

0.95, the true e is less than 10 -3.

The way this one-sided confidence region for w is

obtained is as follows. In Fig. 24, a _, confidence line above
the Gumbel line is shown. This confidence line is con-

structed by one of several available techniques so that

the true Gumbel line lies below the _, confidence line

with probability _,. The intersection of the _, confidence

line with the critical line gives the w0, and thus the e0.

The system of Fig. 25 should then also compute eo, or,
in fact, should compute e0 rather than _. The test on the

detector would then work as follows. Choose a ,/, say

0.99; run the 5-min test and then compute e0. If eo is

greater than 10 -5 , reject the command detector and

return it to the shop for rework. Otherwise, accept the

command detector subsystem.

If the possibility of more testing on the detector exists,

the above procedure can be turned into a sequential

procedure. Thus, if e0 is in a region of doubt, more tests

would be called for. Some detectors would be rejected

after just one 5-min run, and some accepted after just

one run, but others would require a random number of

runs before being accepted or rejected. However, in the

initial use of the test system, the possibility of using a

sequential test will not be present, since the voltage out-

put records on magnetic tape will have been previously

obtained before any tests. Therefore, 5 min of such
data are all there will be to work with under each of

the various test conditions.

f. Conclusion. A preliminary test system has been

described above for estimating low error probabilities

in the Ranger Block III Command Detector when only

short samples of output are present. The system can be

used to estimate error probabilities on all sorts of other

systems where a 0 or 1 is detected by a voltage crossing

a threshold. The system will be incorporated into the

existing test system by J. Ashlock of Section 334.

We close with the remark that the previous uses of

extreme value theory have not been to estimate error
probability. Rather, the method has been used to deter-

mine for example how large a dam to build to cope

with maximum floods. In the previous applications, the
"threshold" was to be set in effect alter determining the

maximum voltage. In those previous applications, "thresh-

old" corresponds to size of dam to be built, and "voltage"

to amount of water in the flood. In the present applica-

tion, we are given a "dam" and must examine a short

record of floods before accepting the.dam. Due to this

different nature of the use of the theory, there are there-
fore new areas of mathematical and statistical research

to be investigated before the maximum benefit of this

theory for error-probability testing can be achieved.

2. Sfatistics of Data Sources, E.C.Posner

a. Summary. In a recent issue of Volume III of this

Summary (Ref. 37), a random pulse generator was de-

scribed, to be used as a data and noise source in, advanced

engineering projects. Several output options are available,

which yield data sources with different statistics. This

note discusses the statistics of some of the options avail-

able with the random pulse generator. Such information

is needed in order to interpret the results of experiments

involving data compression and coding.

b. Introduction. In Ref. 38, a random pulse generator
was described. The basic element of this machine is a

36-stage maximum-length shift register generator corre-

sponding to the known primitive polynomial x 36 ÷ x 11 + 1.
The pseudorandom events that are to be called "pulses"

are available in four options:

(I) A given length l, 1 _ 1_7, is selected. Also, a

sequence of O's and l's of length l, called a win-
dow, is chosen. The window is allowed to have

"don't-cares." A pulse is defined whenever the

chosen window of length 1 occurs in the output

of the pulse generator. After occurrence of the

special sequence, the search begins afresh with

no memory. Thus, if 11 is the special sequence,

then the input 011100 records a pulse after the

second 1, but not after the third 1.

(II) A given number l, 1 _ I_7, of cumulated l's

constitutes a pulse. After a pulse, the counter is

reset. Thus, if three l's are sought, the input

sequence 00111"01000101"1001 results in pulses
before the stars.

(III) A length l, 1 _ l _ 7 is chosen, and consecutive

disioint windows of length I are considered. A

window of length I is chosen, which is allowed to

include "don't-care" positions. Pulses are defined

whenever the given window occurs.

(IV) The same as (III), including "don't-cares," but,

instead of looking at non-overlapping windows,

the window shifts by only one position each time.

Thus, if the window 10 constitutes an event, then
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the sequence 0110"110' yields pulses at the stars.

The difference between (I) and (IV) is that (IV)

does allow for memory.

As stated in Ref. 37, the statistics of option (I) are
handled by the theory of recurrent events, and Ref. 37 de-

scribes them in such fashion. The same comment applies

to option (II). Option (III) is even easier to describe, as

the binomial distribution applies. It is in option (IV) that

new theory must be developed, for the theory of recurrent

events does not apply. For example, if a pattern of four

consecutive l's is sought, then, once a run of four l's

has occurred, the probability of a pulse on the very next

bit is 1A. That is, the system does not start over at each

pulse, as it did start in option (I). The purpose of this
note is therefore to derive the formulas for the mean and

variance of the number of pulses En in n bits under

option (IV) with an arbitrary window of length l, includ-
ing "don't-care" positions.

c. Construction of the random variable. Following
Ref. 37, we represent the random variable En, the number

of pulses in n bits, in the following fashion. Define a set

of n random variables Yi such that Yi -- 1 or 0 according

as a pulse occurs at bit i or not. Then, since En is the

number of pulses in n bits, the random variable En can be

expressed as:

= } r,. (1)
i=1

Note that Y1 = Y2 ..... Yz-1 = 0, where 1 is the

window length, since no pulse can occur until the/th bit

(more or less by definition and construction of the ma-

chine). Since the case n large is primarily of interest, this

end effect could be ignored.

Let us say that the window of length l has I -/* "don't-

care" positions, and l* conditioned positions. Thus, if 1= 5,

the window 11 3< 0 )< has conditioned positions 1, 2, 4,
and "don't-care" positions 3, 5. For l L i _ n,

1

pr (Yi = 1) = _-,

since there are l* positions forced by the window when a

pulse occurs. Hence, E (Yi) = 1/2 t*, I "_ i -/" n; E (Yi) = 0,
1 _ i _ l - 1. Since

E ---- E(r,),
i=1

Eq. (2) below is established as in Ref. 37:

n-l+1
E (E,,) - 2_ , (2)

More difficult is finding the variance of En, Var En, and
it is to this direction that we now turn.

d. The variance of E_. To find the variance of the

number of pulses in n bits (where n _/), we shall find

E (EZ_), and subtract (E (E_)) 2. Now, since

it follows that

Var E_ = _ Coy (Y,, Ys). (3)
i,j=l

An unfortunate property of the set {Yi) is that the Yi

are not independent. Thus, as in Part b of this article, we

observed that when a pulse occurs, the probability of a

pulse on the very next bit is affected. Therefore, the

covariance of Yi and Yj is not necessarily 0 for i =/=j.

Instead, we proceed as follows. For i or j< 1,

Coy (Yi, Yi) is of course 0. For i--i _ l,

Cov (Y,, Yj) = Var Y, = E (Y,_) - (E (y,))z

= pr (Y, = 1) - (pr (Y, = 1)) 2

1 1 2 z* - 1

2z* 22z* 22Z*

The difficult case is Cov (Y_, Y_) with l _ i < j.

Let j -- i = k_ 1. First observe that Cov (Y_, Yi+k) is

a function of k only, since the joint distribution of Y_

and Yi +k, for i _" l, is independent of i. This follows from

the fact that the occurrence of a pulse at a given position

depends only on the present position and the previous

l - 1 positions. Thus, define f (k), for k _ 0, as Cov (Yi,Y_ ÷k).

Eq. (3) becomes

tt n-{

VarE_= E E f(k), (4)
i=l k=o

or, rearranging the above sum,

n-1

VarEn= E (n-l-k+l) f(k) (5)
k=0
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Since f (0) = Var Yi was calculated above as (2 z* - 1)/2 2z*,

we need f (k), 1 _ k L n - I.

First let k_l. We claim that Yi and Y_÷k are then

independent. For the occurrence of a pulse more than

I positions in the past does not affect the occurrence of a

pulse in the present, since the length of the pulse-

determining window is l. Then Coy (Yi, Y_ +k) -- 0, k _ l,

so that f (k) = 0, k --_ I. Formula (5) can then be written

min(1-1, n-l)

Var E, =
k=0

(n -- i - k + 1)f (k). (6)

We thus turn our attention to evaluating f(k) for
l_k__l-1.

e. Calculation of _(k ). We use the formula

Cov (r,, = e - e (r,) E

where i_--l. Since E(Yi)=E(Y_+k)--1/2 t*, we need
only find E (YiYi+k). Now

E (Y_Y_+k) = pr (Y, = 1, Y,+_ = 1)

= pr (Y, = 1) pr (Y,+k = 11Y,=1),

where pr(A[B) denotes the conditional probability

of A given B. Thus, the crucial computation is

pr (Yi+k = I IY_ = 1).

This conditional probability is computed as follows. If

Yi -- 1, then the window of length 1 ending at position i

was the window 9.1.The hypothesis is thus that the win-

dow _1 ends at position i. How does this effect the occur-

rence of a pulse at position i + k? The effect is one of

two possible ones. Consider the overlap of _l and 2k;

1 - k positions are involved.

Namely, let W be the window of length 1 that actually

occurred at i; W is not 2 if 9.I has "don't-care" positions.

Consider Wz-k, the window of last l - k positions of W.

If one of the positions of Wz-k contradicts 9_ in a condi-

tioned position, a pulse cannot occur at i + k. Let Wz-k

not so contradict _. Then the probability of a pulse at
i + k is 1/2 z_*,where l* denotes the number of conditioned

positions in the last k positions of _l.

Thus, given that a pulse occurred at i, and that W was

the window causing the pulse (if 2 has no "don't-cares,"

this extra condition is vacuous, as then W is always 9I),

the probability of a pulse at i + k is 1/2 _* times 0 or 1

according as there is or is not a contradiction in W_-k

with the first l - k positions of _. Write this as

1
pr (Y,+k = I IW) -- _ D (W__k). (7)

Now we have

pr(Y_÷_ = 1]Y_ = 1) = Ypr(WlY, = 1)pr (V,÷k = llW).
W

(s)

and pr(WlYi = 1)= 1/2 _-z*, for all 2 z-z* possible W's.
Hence

1 1
pr (Y_÷k = llY, = 1) - 2t__ , 2_, Z D(Wz_k).w

But the sum

(9)

Z D (Wz__)
W

is the number of W not contradicting 9.I in its Wz-_. Let

g (k) = 1 or 0 according as there is or is not at least one

such W, that is, according as there is or is not a contra-
diction between 2n-k and _. Define be a_ the number of

unconditioned positions among the last 1- k positions

of 9.1 that are also unconditioned in the first l - k posi-
tions of ?lk. Define tk as the number of unconditioned

positions in the first k positions of 2. Then the number of

W not contradicting 9.1in Wl-k is g (k)2 t_+bk, SO that

Y, D (Wt__) = 2 t'÷_. (10)
W

Formula (9) can now be written

pr(Yi,k ---- llY, = 1) = g(k)2 -(z÷z,*-t*-t_-_,) (11)

Consequently,

E (Y_Y_+_) -- pr (Y, -- 1) g (k) 2 -(_÷ z,,-_,-t,-_,)

= g (k) 2-" ÷_'*-*_-_),

and

Cov (Y_, ¥i+_) -- g (k) 2 -(z+ z,.-t,-_,) _ 2-_..

We have finally

[(k) = g(k)2 -(t+_,*-t,-_-, - 2 -2z*, O_--k_--l, (12)
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the required expression. Here g (k)= 1 or 0 according
as there is no contradiction between 92 and its translate

by k, and

(a) l_ is the number of conditioned positions in

the last k position of 92;

(b) tk is the number of unconditioned positions
in the first k positions of 92;

(13)
(c) bk is the number of jointly unconditioned

positions in the last I -- k positions of 92and

the first l - k positions of 92 shifted to the

right by k.

f. Simplifications in special cases. This part of the
article considers the simplifications available in special

cases. If "don't-cares" are not allowed, then the following

simplifications occur in Eq. (13): l_ becomes k, tk becomes

0. Also, l* is the same as I. Then Eq. (12) becomes

f (k) = 2-22{g (k) 2z-k - 1}.

Eq. (6) now becomes

(14)

rain (1-1, n-l)

VarEn = 2-_z _ (n-l-k+l){g(k)2_-_-l}.
k=0

(15)

Now consider the simplification in which "don't-cares"

can be allowed, but no tail of the basic window of length

k is a head of length k,l_k_n-1. That is, let

g(k) = O, l_k_n-1. Then Eq. (6) becomes (if

n - l _ 1 - 1 to avoid trivial complications):

VarE_ = 2-z*{(n- l + 1) --2-Z*(l-- 2)(n-- ½(l-- 1))}.
(16)

We remark that in the above case, the theory of recur-

rent events applies.

Now consider the opposite case, in which g (k)= 1,
1 _ k _ n- 1. That is, the window contains all O's and

"don't-cares," or all l's and "don't-cares." For simplicity,
no "don't-cares" are allowed in the below formula, and
n-l is assumed _l-l:

VarE =2_z_{ (2t+l_l_ 2)(n_l) + l(l + l)}2 "

(17)

(As a check, let l = 1; Var E, then is ¼, which is the

known answer for the binomial distribution.) The mean

E (E_) for Eq. (17) is (n- l + 1)/2 z.

Note that the variance is higher in the case of Eq. (17)

than in the case in which the theory of recurrent events

applies, that is, when each pulse starts the process over

[option (I)]; this assertion can be checked using formulas
from Ref. 38, Chapt. XIII. Of course, the mean mum-

ber of pulses is also higher, (n-l-1)/2 z versus

n/(2 z÷1- 2). These facts are reasonable in advance of

any calculation. Also for l large, asymptotically in n, we

have n_2 _z÷lv2 for option (I), n_2 -_÷_/2 for option IV,

as the ratio of mean number of pulses to standard devi-

ation of the number of pulses. These formulas are a

precise measure of the greater dispersion attained in

option IV.

Finally, let us consider the asymptotic formula for

Var En. That is, let n_ _ in Eq. (6). We obtain

Var E_

22 }E (g(k) 2 -_t+z_-t_-b_-2z*_ -- 1) ,
k=o

in the general case;

E (g (k) 2_-_ - 1) ,
k=0

with no "don't-cares";

n

~ _ (22÷_- 1 - 2),

for the all-l's word length I.

(18)

(19)

(20)

Note that in Eqs. (18) through (20), the variance of E_

does increase linearly with n, as can be predicted in
advance.

g. Asymptotic distribution of E,. We have found the

mean and variance of E_; now let us consider its asymp-
totic distribution. In the recurrent event case, observe

that Ref. 38, p. 297, has the following theorem: the num-

ber E_ o_ pulses in n bits is asymptotically normally dis.
tributed. The same theorem holds for all cases considered

in this paper. The proof is complicated by the fact that
the random variables representing waiting times between

successive pulses are not independent. Thus, the tech-
nique of Ref. 38 for proving the asymptotic normality

theorem cannot be directly applied. However, it can be

seen that the waiting time between the r ta and (r + 1) st

pulse is almost independent of the waiting time between

the s th and (s + 1) st pulse, if s is sufficiently greater

than r. This fact can be put in sufficiently quantitative

form to make the proof of the above theorem hold.

Details are omitted. It is to be noted that the asymptotic
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distribution of E_ is not as important for many purposes

as is the knowledge of how the pulses bunch. Thus, a

window of all l"s tends to produce bursts of pulses,

although the asymptotic distribution of En does not

imply this property.

h. Sample calculation. We shall calculate the relevant

values for the window 1 × 0 of length 3. Here l= 3,

l*= 2, so that E(E,)=in- 2i/4. We next need f (k), 0_k_2.
Note that g(0)=l as always, g(1)=l, g(2)=0. To

see that g(!)= !, note that the sequence 110 yields a

pulse, as well as the sequence 100. Hence, 1100 yields

two successive pulses, so that g (1)= 1. And g (2)= 0,

since, if 1 )< 0 occurs, no pulse can begin with the 0.

Also, l_ = 0, to = 0, bo = 1; l_*= 0, tl = 0, bl = 0; l* = 1,

t2 = 1, b2 -- 0 (but these last values are not needed, since

g (2) = 0). Then

f(0) = 2-(3÷°-°-1) -- 2-' = --

f(1) = 2-(3÷°-°-°) - 2-' = --

1
f (2) = 0 - 9.-, - 16"

3

16 ;

1

16 ;

We conclude that, for n- 3 :_ 1, i.e., for n_ 4,

Var E_ = (n - 2) _ (0) + (n -- 3) [ (1) + (n -- 4) _ (2)

+
3n -- 5

Var E_ - 16

Thus, E(En)/(VarEn)V_n_/3. As n_oo, the distribu-

tion of [E, - (n/4)]/[(3n)_/4] tends to the unit normal.

For n = 3000, we conclude that E_ is approximately normal

with mean 750, standard deviation 25. For comparison

purposes, a binomial distribution with n = 3000 and mean

750 would have probability of success p = 1/_; hence,

standard deviation [np (1-p)]_--3000.1A. _)_=25 also.

quantiles. This article discusses one such use-the test

of hypotheses, or, more accurately, the discrimination

of one hypothesis from another.

Ref. 39 gave quantile tests for discriminating between
means of normal distributions with the same known vari-

ance. In this report, quantile tests are given for discrimi-

nating between variances of normal distributions with

the same known mean. More precisely, the problem of

testing the simple null hypothesis

Ho: g (x) = gl (x) = N (/_, al)

against the simple alternative hypothesis

Hi: g(x) = g_(x) = N (t_, a2)

is considered, where a2 > crl (a_, < al), /* is known and

the test is based on one, two, or four sample quantiles.

Here, N (t_, a) denotes the normal distribution with mean

and variance cr_. In each case the power function is

derived and the efficiency of the test is determined when

the sample size, n, is assumed to be large. The power

is surprisingly large.

b. Review of quantiles. To define a quantile, consider

a sample of n independent values, Xl, xz, • • • ,x, taken

from a distribution of a continuous type with distribu-

tion function G (x) and density function g (x). The pth

quantile, or the quantile of order p of the distribution,

denoted by _p, is defined as the root of the equation
G(_) = p, that is,

P= f_"dG(x)= f_ "g(x)dx

The corresponding sample quantile, Zp, is defined as
follows:

If the sample values are arranged in ascending order

of magnitude

X(1) < X(2) < • . . < X(n)

3. An Almost Uniformly Most Powerful Test

Using Quantiles, _.e_,,,b,_g,,

a. Summary. The use of quantiles for data compression

of space telemetry has been considered in Ref. 39; a

mechanization of a quantile system has been considered

in Ref. 40. Further work is necessary in order to study

the uses that can be made of telemetry in the form of

then x(_) is called the ith order statistic and

Zp _ X[np]+l

where [np] is the greatest integer _/-np.

If g (x) is differentiable in some neighborhood of each

quantile value considered, it has been shown that the
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joint distribution of any number of quantiles is asymp-

totically normal as n--* o0 and that, asymptotically,

where

E (Zp) = G, a2 =

Var (Zp) - p (1 -- p) '
and under H1:

(1- ].
p12- [__19 (1 _1)]

where pi2 is the correlation between Zpl and Zp2, pl < p2.

c. The test for one quantile. Now, assuming the lim-

iting distribution and moments of the quantiles, denote

by F (x) and f (x)--F' (x) the distribution function and

density function, respectively, of the standard normal

distribution, that is,

e(x)= f:f(t)dt,

where f(x)= 1/(2x),e-_-x:, and let Z be the sample

quantile of order p, $ the corresponding population quan-

tile under H0 and _' tile corresponding population under
HI. Then one has

so that

p = f (x) dx = f (x) dx (1)

or

Erl 002

and

_, = ¢_ (¢ - ,) +
G1

1 .[_-l_

O'2 _ IT2 ] 0"2 _ 001 ]

Hence, under H0:

E(Z)=_I Var(Z)=00_a z,

F
_-_ _-_ )]

E (Z) -- ¢___L(_ _ t_) + tL, Var (Z) = a_a 2.
001

If the test is now based on the value of the statistic Z,

the best critical (or rejection region) is determined by

the likelihood ratio inequality

L(ZIH.) expl - 1 {Z--_ -°-]Yk ]

L(ZIH1) expl _ l__{Z2\ a2a-t"_/_]

< kx

which, by taking logarithms and completing the square
in Z reduces to

( Z a,_ + a2_ > k 2, for _ > 00x (2)
al -_" a2 /

as the region providing the maximum power. Here, k is

determined such that, under Ho, the probability of the

inequality (2) occurring is equal to _, the significance

level of the test. The power of the test, Po, is determined
as follows.

Under H0:

P(-k + axt_ + 002_ < Z <k + -001_L1"+ 002_._
\ 001+ crz 001+ 002 /

-- 001 _- 0"2

00aa a_a

=F
001a

-k g-tL
-- F --

001a 001a

= F(b) -- F(c) = 1 -- _.
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Under HI:

FI aXac + _-ff-L((- tQ- I_1
_ _a _

l a2 agI _.

--F[--_.c.,_ '--_,la-- (1 -- 'r-_T)1

= 1 -- P,. (3)

Theoretically, the values of b and c depend upon the

parameters of gl (x) and g_ (x) as well as upon _. How-

ever, a few simple calculations show that for all practical

purposes one can determine b by the relation F (b)= 1-e

and neglect as negligible the second term of the left-

hand side of Eq. (3). With this simplification, P0 will be

maximized if the order of the quantile is chosen to maxi-

mize _- t_/aia. Setting equal to zero the derivative of

this quantity with respect to _ - _/al, one finds that this

maximum occurs at p = F (_ -- _/al) ----0.9424. For this

value of p, _ - _/al --- 1.575 and a = 2.019/n_. Inserting

these values, one obtains as the optimum single quantile

power function

since it is shown in Ref. 41 that, asymptotically, y is dis-

tributed N [_i (2n)_, a_] under Ha and N [as (2n)_, as]

under H,. Hence, assuming the limiting distribution,

which is a very good approximation for large n, one has

Under H0:

p(y < k) F( k- _-(2n)_= . = F(b) = 1 - _;
al /

Under H1:

p(y<k)=F[a__b_(2n)S(l_ a__)] = 1--P_.

Fig. 26, for n = 200, _ = 0.01, shows the power and

efficiency of the test using one optimal quantile. The effi-

ciency is never less than 35g for any a2/a_. Furthermore,

as in Ref. 39, the efficiency approaches 1 as az/al ap-

proaches 0 or _. Under these conditions,

Thus, if

b = 2.326, k = 0.332al +
1.575a_

orI -_- IT 2

1.243_ (_ -- 1.534ad
/_ _,i + _r2 < Z < _ + 1.907aa

accept Ho. Otherwise reject H0. The test is to be made

at a significance level of 0.01.

I.O

Po = I- FF a_ b-O.78(n)_(1- °'ll
L a2 \ _'2 Id

0.8

d. Efficiency [or one quantile. If one defines the e_-

ciency of the test as the ratio of Po to P_, the power of

the best test using all the sample values, it,,is of interest o.e
to determine P_ in order to see how 'good the quantile <

tests are compared to what can be achieved using the

entire sample. Now the likelihood ratio inequality in ,z 0.4

the case of the entire sample gives as the best critical
region ta

0.2

n

E (x, - _)_ > k (_ > _d,
i=i

but it is more convenient to express this as

- > k',
i=1

f WER

J.J HO: g(x) = gl (x) =N(F' °'1)

-- n =200 ¢r2•¢rl

,HI: g(x) i gz(x)=:(F, °'2) ['=O'OI
or'_.c:_ I I I I I

1.0 I.I 1.2 1.3 1.4 1.5

¢r2/o" I

Fig. 26. Power and efficiency of test

using one quontile

1.6
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e. Two quantiles. Now let Z1 and Z., be two sample

quantiles of orders pl and p_=l-pl>pt and let

x = Z2 -- Z,. Then

Under Ho:

(x) -- 2 (_ - C0,

where

Var (x) = 2a_a 2,

Under H, :

(x) = 2______(_ _ C,),
O"1

Vat (x) = 2a?-_,az.

Simplifying the likelihood ratio inequality results in the

best critical region given by

ix 2_2(_-C,)__-_,_ ]:>k_, (_>-0.

Under H0:

P -k+ 2cr2(_ "_) <x<k+ ......

=F
k + 2_,_(_ - C1) 2 (_ - C_)

_Yl _- (72

2_ a,a

- k + 2.2 (_ - C_)-- F _1 +O"2

2½ axa

=l--e;

Under H_:

e(-k+ 2_z(_-C).1+,,.:<x<k+
2_(_- _)

-F --b- _ 1 "_
\ _a /

= 1 - Po.

Again determining b such that F (b) = 1 - e, the orders

of the two symmetric quantiles which maximize Po are

px = 0.0659, p2 = 0.9341. For these values, (_ - C_)/ax = 1.508,

a----1.869/n½ so that the optimum power function is

given by

Po=l-[F_-2 b-l.141(n)½(1--_2)l

We are considering only symmetric quantiles and we

conjecture that this is the optimum procedure to adopt.

For n = 200, _ = 0.01, Fig. 27 shows the power and

efficiency of the test using two quantiles. For this case if

--0.4341a_ +
3.016al (a2 -- o.1)

O.1 -_- _2

< x < 3.450al

accept Ho. Otherwise reject H0. The efficiency never

drops below 67g.

_. Four quantiles. For the four quantile case, let

Z, i = 1, 2, 3, 4 be four sample quantiles such that

p_<p_<p_<p_ and p_+p_=p._,÷p_=l. The test

will be based on the linear combination

x = _ (z_ - zo + _ (za - z:)

determining a and fl as well as the orders of the quantiles

so as to maximize P..

t_
hd

O
n

0
Z

Z
UJ

G
b-
h
W

1.0

O.e

0.6

0.4

0.2/
C

1.0 I.I

  ENCY
HI: g(x)= g2(x)=N(p.,

?

¢1 )

o"2 ) ,,=0.01

1.2 1.3

o"z/_,

Fig. 27. Power and efficiency of test

using two quantiles

1.4 1.5 1.6
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Under Ho:

E (x) = _ (_ -- _1) + 2p (, -- _5)

Var (x) = 20"_[a_a_ + flSa_ + 2_fl ala2 (p15 - m3)] = 2d@ 5

where

a_-
F( .G--t_l[ 1 __ F( _'1----_" II\ o"1 I \ 0"_ /3

'"k ¢1 /

a_=

a_=
1.,

a_=
0"1

pu = the correlation between Z_ and Zj.

Under H_ :

E(x) = 2__¢5 (_ -- _1) + 2fl °'5 (/£ -- _2)

0-1 0-1

Var (x) = 20"4__.

Omitting the details, one obtains finally

7

--F +,
7

= 1 --Po.

As in the previous cases, we determine b such that

F (b) = 1 - E. Moreover, from previous investigations in

the use of quantiles in estimating the parameters of nor-

mal distributions (Ref. 42), it is known that for

a = 0.116 fl = 0.236

pl = 0.023 p., = 0.127

p_=0.977 p3=0.873

P0 will be a maximum. Hence, the optimum power func-

tion is given by

r ( -,)]go _" 1 -- F O_1b - 1.284 (n)_ 1 - _ .
L a2

For n = 200, _ = 0.01, Fig. 28 shows the power and

efficiency of the test using four quantiles. For this case if

0"1[1"001( _r_- 0"1)] - 0"1283at _ x<4-¢5 1.1295al,

accept H,,; otherwise, reject Ho. The efficiency in the four

quantile case never drops below 825.

g. Conclusion. In each case, since the lower limit of

the acceptance interval depends on 0"5 as well as on al,

strictly speaking the tests are not uniformly most power-

ful among quantile tests. However, in each case the

1,2 I

-- EFFICIENCY

1.0 .--.--0

.
c_ _ POWER
z
<_
>. 0.6
0
Z
tu
t2_

HO: g(x) =g, (x) =N(_., 0-1)

0.2 -- n =200 0-2>0-1

HI: g(x} = g2(x) =N(p., 0"2 ) E=0.01

I I I
o I I I I

,.o ,., ,.z ,.3 t.4 ,.5 ,6

0"2/0"1

Fig. 28. Power and efficiency of test

using four quantiles
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probability that the test statistic will actually fall below

the lower limit is practically zero even when Ho is true,

so that the test is essentially one sided. Since the upper

limit depends on the parameters of gl (x) only, then, for

all practical purposes, the tests are uniformly most pow-

erful among quantile tests.

If @1> @2 is specified instead of @2> @1, a similar

analysis provides the following criteria.

For one quantile:

1.243_1 (@1 -- 1.534_2)
-- < Z < _ + 1.243_1

If I_ _1 + @2

reject Ho; otherwise, accept Ho.

For two quantiles:

3.016@1 (@1 - @_)
If 0.4341@1 < x < 2.582@1

0"1 -] @2

reject H0; otherwise, accept Ho.

For four quantiles:

m

If or1[0.1283 -- 1.001 (-_ + _)] < x < 0.8729@1

reject Ho; otherwise, accept Ho. In each case the optimum

orders of the quantiles remain the same. If it is not

known whether @1is greater or less than @2, the test can

be modified slightly. The power is reduced of necessity.
Details are omitted.

Figs. 26 through 28 show that the efficiency of this

test drops at first as a2/@1 increases, and then increases

again to 1. The minimum efficiency for one quantile is

about 35_, 67_ for two quantiles, and 83% for four quan-

tiles. Thus, the four quantile test is quite good uniformly

in a2/@1, even when compared with the optimum test

using all the samples.
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